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Abstract

We describe a class of integrable systems on Poisson submanifolds of the affine
Poisson-Lie groups P̂GL(N), which can be enumerated by cyclically irreducible el-

ements the co-extended affine Weyl groups (Ŵ × Ŵ )♯. Their phase spaces admit
cluster coordinates, whereas the integrals of motion are cluster functions. We show,
that this class of integrable systems coincides with the constructed by Goncharov and
Kenyon out of dimer models on a two-dimensional torus and classified by the New-
ton polygons. We construct the correspondence between the Weyl group elements
and polygons, demonstrating that each particular integrable model admits infinitely
many realisations on the Poisson-Lie groups. We also discuss the particular exam-
ples, including the relativistic Toda chains and the Schwartz-Ovsienko-Tabachnikov
pentagram map.
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1 Introduction

The main idea of the paper is to demonstrate the equivalence of two a priori different methods
of construction and description of a wide class of integrable models, and thus – to propose the
unified approach of their investigation. In the first well-known method [1] the phase space is
taken as a quotient of double Bruhat cells of a Kac-Moody Lie group, with the Poisson structure
defined by a classical r-matrix, and the integrals of motion are just the Ad-invariant functions.
The second method was suggested recently by A. Goncharov and R. Kenyon [2], and it grows up
out of the study of dimer models of statistical physics on bipartite graphs on a two-dimensional
torus. We are going to show that in fact the latter class of integrable systems is a particular case
of the former, corresponding to the affine group of type ÂN−1.

The best known example of the integrable system of this class [3] is the relativistic Toda chain,
discovered by S. Ruijsenaars [4] and studied by Yu. Suris [5] and many others, which gives the
common Toda chain in a certain limit, corresponding in our terms to passing to Lie algebras from
the Lie groups. Another known example is the pentagram map – a discrete integrable system
on the space of broken lines in a projective plane, discovered by R. Schwartz [6] and studied by
him with V. Ovsienko and S. Tabachnikov [7]-[8], and recently by M. Glick [9], B. Khesin and
F.Soloviev [11][12], M. Shapiro, M. Gekhtman, A. Vainshtein and S.Tabachnikov [10]. On the
other hand, V. Ovsienko and S. Tabachnikov have shown in [7], that the discrete flow of the
pentagram map gives the Boussinesq flow in the continuum limit. This observation, generalised
in [12] for other dimensions, suggests that the technique, proposed in the paper, can be also
applied to study of continuous integrable systems such as n-KdV hierarchies.

1.1 Integrable systems on Poisson-Lie groups

Our starting observation is that on a Poisson-Lie group, with the Poisson bracket defined by
classical r-matrix, the Ad-invariant functions Poisson commute with each other. For a finite
dimensional simple group the number of independent Ad-invariant functions is equal to the
rank of the group, and thus the corresponding integrable system can arise on a symplectic
leaf of dimension not more than twice the rank [3]. However, for affine groups the number of
independent Ad-invariant functions is infinite though all Poisson submanifolds are still finite
dimensional, and thus the set of integrable systems one gets in this way is much larger. Such
integrable systems can be constructed on any affine Poisson-Lie group Ĝ, but in the paper we
will need only the systems on the groups of type Â with trivial center. This group can be realised
as a group of matrix-valued Laurent polynomials A(λ) of a signle variable with nonzero constant
determinant and considered up to multiplication by a nonzero constant. For a given A(λ) the set
{(λ, µ)|det(A(λ)− µ) =

∑
ijHijλ

iµj = 0} is an algebraic curve in (C×)2, called spectral curve,

embedded into the torus (C×)2. This curve, considered up to the torus automorphisms, is a
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conjugacy class invariant. The spectral curve comes together with the line bundle, given by the
kernel of A(λ)−µ ·Id. The map from the group Ĝ to the space of curves is called the action map,
and it is a Poisson map if we take a trivial Poisson bracket on the space of curves. The functions
Hij themselves are not well defined, since changing them by Hij →Hijα

iβjγ would correspond
to the same curve, however one can use this freedom to make any three nonvanishing coefficients
to be equal to unities. With this condition Hij become well defined and do Poisson-commute.
The map to the pair (curve, line bundle on it) is called the action-angle map. The flows generated
by the Poisson commuting integrals of motion or Hamiltonians amount to the constant flow of
the line bundle along the Jacobian of the spectral curve. We describe such integrable systems in
more detail in sect. 2.

A loop group Ĝ does not have a cluster variety structure. However it is embedded as a Poisson
submanifold into a central coextension Ĝ♯, which admits a standard decomposition into disjoint
union of the Poisson submanifolds (Ĝ♯)u, called double Bruhat cells [13] which are already the

cluster varieties. These cells are enumerated by the elements u of a coextension (Ŵ × Ŵ )♯ of the

square of the Weyl group Ŵ of Ĝ by the automorphism group of the Dynkin diagram, which is
a cyclic group for the series ÂN−1.

Intersections of the Bruhat cells of Ĝ♯ with Ĝ, quotiented by conjugation by the finite di-
mensional Cartan subgroup H, (we call them also the double Bruhat cells and denote by Ĝu)
are the phase spaces Ĝu/AdH of our integrable systems. The dimension of such phase space
is (in the case of affine groups) one less, than the length of u. Given a presentation of u as a
reduced word of the standard generators, one can define the cluster coordinates x = {xf}, enu-
merated by the letters of the word (except for the generator of the coextension) and subject to∏

xf = 1. For a given Bruhat cell the Laurent polynomial det(A(x, λ, µ) =
∑
Hij(x)λ

iµj has a
fixed Newton polygon ∆, and the number of the Poisson commuting Hamiltonians, nonvanishing
on the cell, is three less than the number of integral points of ∆. In order for this system to be
integrable these integrals of motion must be independent, and their number should be maximal
possible (dim Ĝu+corank Ĝu)/2 for the given dimension of the cell and given rank of the Poisson
bracket). This condition is satisfied on double Bruhat cells, corresponding to u having minimal
length in its conjugacy class (such elements are also called cyclically irreducible).

In sect. 4 following [14] we introduce cluster coordinates (cluster seeds) on the double Bruhat
cells of the group Ĝ♯ and on their quotients by conjugation by the Cartan subgroup (desribing
them first for the simple groups in sect. 3 and generalising then to the affine case). Given a
set of coordinates x, corresponding to a reduced word, we construct the corresponding matrix
polynomial A(x, λ) as a product of elementary matrices each of which is either a constant or
depends on just a signle coordinate xf . Then we formulate our integrable systems in terms of
these cluster coordinates. Coordinates corresponding to different decomposition of the word u
are related by cluster transformations.

1.2 Goncharov-Kenyon integrable systems

Recall that a cluster variety is an algebraic variety, covered by charts isomorphic to algebraic tori
(C×)N with transition function being compositions of special birational transformations called
mutations (see Appendix A). The Goncharov-Kenyon (GK) approach proposes an integrable sys-
tem, associated with a dimer model on a graph on two-dimensional torus. The integrable system
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structure turns out to be compatible with the structure of cluster variety – implying duality,
discrete group action, quantisation, tropical limit and many other attractive features. Moreover,
the mutually Poisson-commuting integrals of motion can be chosen to be the cluster functions.
Many such systems admit an abelian group of discrete cluster transformations, commuting with
the integrable flows.

The scheme of the construction of the GK integrable system, described in detail in sect. 5,
is roughly as follows. The starting point is a bipartite graph on a closed surface Σ, satisfying
certain minimality and non-triviality conditions (following [2] we consider the surface Σ to be
of genus one). Many aspects of the construction can be generalised for surfaces of higher genus,
but we postpone this generalisation for a forthcoming publication.

Consider the space of discrete connections on the graph Γ with values in the multiplicative
group (to be specific we assume it to be the multiplicative group of non-zero complex numbers
C×). Since every edge of a bipartite graph can be canonically oriented, say from white to black
vertex, we can interpret this space as the multiplicative group of one cochains C1(Γ), which is
just the product of C× factors, corresponding to each edge of Γ. The quotient of this space
by discrete gauge transformations can be interpreted as the cohomology group H1(Γ). This
group is an extension of the group of coboundaries B2(Σ) by the cohomology group of torus
H1(Σ) = C× × C×. The elements of B2(Σ) are collections of numbers on faces of Σ, with their
product equal to unity. The differential ∂H1(Γ) → B2(Σ) (given by monodromies around the
faces) defines on H1(Γ) the structure of a principal H1(Γ)-bundle over B2(Σ).

For every discrete connection A = {Ae} ∈ C1(Γ) and for every choice of a spin structure on
torus Σ we define in sect. 5.5 a discrete Dirac operator D(A) : CB → CW from the functions on
black vertices to the functions on white vertices. This operator degenerates on a subvariety of
C1(Γ) which is the vanishing locus of the determinant detD(A). This variety is gauge invariant
and thus it defines a subvariety in H1(Γ). Intersection of this locus with a fibre over a point
x = {xf} ∈ B2(Σ) gives an algebraic curve with line bundles on it given by the kernel of D(A).
Observe, that the determinant of D(A) is a sum of monomials over the perfect matchings of the
white and a black vertices, and this is how the dimer configurations on the graph Γ come into
play. The spin structure permits to control signs of the monomials. This construction defines
therefore the action map of the phase space of our integrable system B2(Σ) to the space of plane
algebraic curves and the action-angle map to the pairs (plane curve, line bundle on it) which is
a birational isomorphism.

In coordinates the action map reads as follows. Choose a trivialisation of the bundle ∂
which amounts to an isomorphism H1(Γ) = B2(Σ) × H1(Σ) and then choose a lift H1(Γ) to
C1(Γ). Under these identifications we can associate a connection A(x,λ) to any x ∈ B1(Σ)
and λ = (λ, µ) ∈ H1(Σ). The spectral curve is defined by the equation detD(A(x,λ)) =∑
Hij(x)λ

iµj = 0 and it does not depend on the choices made, if we consider the curve up to
automorphisms of H1(Σ) = C× × C×. The coefficients Hij are defined up to a transformation
Hij → Hijα

iβjγ and we can use this degree of freedom to make three of them to be equal to
unities. The remaining coefficients give a collection of the Poisson commuting functions w.r.t. a
natural Poisson structure on B2(Σ), which is maximal if the graph satisfies a certain minimality
condition.

The space B2(Σ) possesses a canonical log-constant Poisson bracket introduced in [2] as
follows. Embedding the graph Γ into the surface Σ induces cyclic order of ends of the edges at
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every vertex (a fat graph structure). Consider a surface Σ̃ corresponding to the same bipartite
graph Γ, but with the cyclic order changed to the opposite in white vertices and kept unchanged
in the black ones. Since the graph Γ is embedded into Σ̃ we have the map H1(Σ̃) → B2(Σ),
which is a composition of the standard embedding with the coboundary operator. The space
H1(Σ̃) has a canonical Poisson structure, coming from the intersection index on Σ̃ and the map
to B2(Σ) induces the Poisson bracket on the latter.

This bracket can be extended by multiplication invariance to the space B2(Σ) of collections
of nonzero numbers attached to the faces of the graph and defines a cluster seed with the skew-
symmetric exchange matrix defined by the Poisson bracket. In [2] it is observed that graphs admit
elementary transformations called spider moves such that integrable systems corresponding to
them are isomorphic provided the phase spaces are related by a cluster mutation. Equivalence
classes of integrable systems under such transformations are enumerated by Newton polygons
of detD(x,λ) and the number of independent integrals of motion is just the number of integral
points strictly inside these Newton polygons.

1.3 Relations between two approaches

We claim in sect. 6 that the GK integrable systems coincide with the integrable systems on the
Poisson-Lie loop groups P̂GL(N). The isomorphism identifies not only their phase spaces and
commuting flows, but also the discrete group action and the canonical cluster coordinates.

In both constructions the spectral curve of an integrable system is given by degeneracy
condition of some matrix operator (A(x, λ)− µ · Id in the group-theory approach and the Dirac
operator D(A(x, λ, µ)) respectively). Though the matrices do not coincide, their determinants
do – roughly the correspondence goes as follows. The determinant of any matrix D(A) can be
written as a Grassman integral:

SΓ(A) = detD(A) =

∫
exp

(∑
D(A)bwξbη

w
)∏

b

dξb
∏

w

dηw

Therefore detD(A) can be interpreted as a partition function SΓ(A) of some lattice fermions
in the background gauge field A. Cutting torus into a cylinder corresponds to rewriting this
partition function as a trace of the evolution operator from one boundary circle to another.
This evolution operator is given by the matrix A(λ) acting in the external algebra of the N -
dimensional space. Moreover cutting further this cylinder into a set smaller cylinders, one can
present the evolution operator as a product of elementary steps, each depending on no more
than one variable xf and exactly coinciding with elementary matrices, used to parameterise the
double Bruhat cells, thus establishing the coincidence of spectral curves.

The first part of this program is establishing correspondence between words in generators
of (Ŵ × Ŵ )♯, enumerating cluster coordinate systems in the first approach, with the bipartite
graphs, enumerating coordinates on the second approach. Moreover this correspondence should
identify the letters of the word with the faces of the corresponding bipartite graphs, drawn on
torus Σ, since these both sets correspond to the cluster coordinates in corresponding cases.

In order to do this we use the third combinatorial object, suggested by Dylan Thurston in
unpublished paper [15] (and already used in [2] in our context), which we call the Thurston
diagrams and describe in detail in Appendix D. A Thurston diagram is an isotopy class of a
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collection of curves on a surface, either closed or connecting two boundary points with only
triple intersection points and such, that the connected components of the complement (faces)
are colored in white and grey with any two faces sharing a segment of a curve having different
colors (chessboard coloring). Such diagrams admit elementary modifications called Thurston
moves. As it was already observed by D. Thurston and A. Henriques, every Thurston diagram
defines a cluster seed (a chart on a cluster manifold) with cluster variables attached to the white
faces. Thurston moves correspond to mutations (passing from one chart to another). Having
Thurston diagrams on open surfaces one can glue together boundary components respecting their
coloring, and thus obtain a new surface with a Thurston diagram.

In order to construct a Thurston diagram out of a reduced decomposition of an element
u ∈ (Ŵ × Ŵ )♯, we first associate a Thurston diagram on a cylinder with a single triple point

and with N grey (and white) segments on every boundary circle to every generator of (Ŵ × Ŵ )♯

(except the cocentral one). Then we glue the cylinders together according to the order of the
generators in the reduced decomposition, and finally we glue both ends of the resulting cylinder
together with a twist, given by the power of the cocentral generator Λ.

In order to construct a bipartite graph out of a Thurston diagram we put a black vertex at
every triple point and a white vertex at every grey face. Then we draw three edges from each
black vertex inside the three grey sectors, meeting at this vertex, to the respective white vertices.
It is easy to see, that the set of letters of the reduced word is in a canonical bijection with the set
of white faces of the Thurston diagram and the latter are in bijection with faces of the bipartite
graph. Next observation, almost as simple, is that this bijection induces a bijection between the
cluster seeds, i.e. the Poisson bracket between the coordinates coincide.

Finally, we need to show that equations det (A(x, λ)− µ) = 0 and D(A(x, λ, µ)) = 0 define
the same curve. For this purpose in sect. 5 we extend the lattice fermion partition functions on a
bipartite graph to surfaces with boundary. Graphs on such surfaces are allowed to have vertices
of the third type, terminating on the boundary and which can be connected to both white and
black vertices, but not to each other. Denote the set of such vertices by T . The Dirac operator
now acts as D(A) : CB∪T → CW∪T , and for extra Grassmann variables ζ = {ζt|t ∈ T} we define

S(A, ζ) =

∫
exp

(∑
D(A)bwξbη

w +D(A)btξbζ
t +D(A)twζtη

w
)∏

b

dξb
∏

w

dηw

Gluing two boundary components of Σ with a bipartite graph Γ on it in a way, that terminal
vertices are glued to terminal vertices, one gets a bipartite graph Γ on the glued surface Σ. The
connection A on Γ induces a connection A on Γ: we just multiply the numbers of two halves of
a glued edges. If SΓ(A, ζ) is a partition function for Γ then the partition function for Γ is given
by:

SΓ(ζ,A) =

∫
SΓ(ζ,A)e

∑
ζtζσ(t)

∏
dζtdζσ(t),

where the index t runs over terminal edges on one side, σ is a map sending a terminal vertex to
the one it is glued to and λ is λ with entries corresponding to glued vertices removed.

On the other hand observe that for any N ×N matrix M one can associate a function of 2N
Grassmann variables ξ = {ξi} and η = {ηi} given by SM (ξ,η) = expM i

jξiη
j . Matrix product

corresponds to convolution of the corresponding functions

SM1M2(ξ,η) =

∫
SM1(ξ,η

′)SM2(ξ
′,η)e

∑
ξ′iη

′

i

∏
dξ′idη

′
i
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Thus if a partition function on a graph on a cylinder coincides with a partition function of a
matrix, the partition function of several cylinders glued together corresponds to product of the
matrices. Therefore in order to show the coincidence of the curves we need to cut the torus into
small cylinders and verify for each of them the coincidence of partition functions. We complete
the proof of the correspondence in sect. 6, and formulate there our main result.

The discrete flows in our integrable systems are considered in sect. 7. In sect. 8 we discuss
several examples of our integrable systems. In particular in sect. 8.5 we show, that the discrete
integrable system on the space of polygons in the projective plane discovered by R. Schwartz
[6] can be realised as a particular case of the scheme described in the paper. More particular
examples of the systems of this class have been already considered in [16].

2 Integrable systems and r-matrices

Recall the standard construction of integrable systems related to the classical r-matrices on simple
or affine Lie groups (see e.g. [1]), which we assume to be complex and with vanishing center.
The phase spaces for these integrable systems are certain Poisson submanifolds of the Poisson-
Lie groups, and the mutually commuting Hamiltonians or integrals of motion are given by the
conjugation-invariant functions. Indeed, let G be a Lie group, g = Lie(G) be the corresponding
Lie algebra and r ∈ g⊗g - a solution of the Yang-Baxter equation [r12, r13]+[r13, r23]+[r12, r23] =
0. Such r-matrix defines a Poisson bracket on the group G

{g ⊗, g} = −
1

2
[r, g ⊗ g] (1)

and this bracket is compatible with the group structure in the sense that group multiplication
G×G→ G and the inversion G→ G are the Poisson maps.

It is easy to see directly from (1), that any two Ad-invariant functions on G do Poisson-

commute with each other. Indeed, presenting the r-matrix as r =
∑

I v
(1)
I ⊗v

(2)
I , where all vI ∈ g,

and denoting by Lv (resp. Rv) the left (resp. right) vector field corresponding to v, the Poisson

bracket for any two functions is given by {H1,H2} =
∑

I

(
L
v
(1)
I

H1Lv
(2)
I

H2 −R
v
(1)
I

H1Rv
(2)
I

H2

)
.

Since any Ad-invariant function H satisfies LvH = −RvH, the bracket of two such functions
vanishes. Observe also, that since this argument is local, i.e. the bracket vanishes even if the
functions are defined not on the whole G, but on any Poisson Ad-invariant subvariety of G.

We shall restrict ourselves to the case of simple or affine Lie group Ĝ where there exists a
canonical Drinfeld-Jimbo solution of the Yang-Baxter equation:

r =
∑

α∈∆+

dαeα ⊗ eᾱ +
1

2

∑

i∈Π

dihi ⊗ hi (2)

where ∆+ is the set of positive roots, dα = (α,α)/2, Π is the set of positive simple roots and
ᾱ is just another notation for −α, eα and hi constitute the standard Cartan-Weyl basis of g.
To simplify the presentation we will assume in what follows that the group is simply-laced, i.e.
(α,α) = 2 and dα = 1 for all roots α.

On a simple group obviously there exists rankG independent Ad-invariant functions: a possi-
ble choice of these functions is the set {Hi}, where i ∈ Π, Hi(g) = Tr πµi(g) and πµi be the i-th
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fundamental representation of G with the highest weight (µi, αj) = δij dual to αi, i ∈ Π. These
function define integrable systems on Poisson submanifolds of G of rank at most 2 · rankG (see
e.g. [3]). For a loop group Ĝ, which we understand below as a group of Laurent polynomials
with values in a simple group G, the number of independent Ad-invariant function is infinite
since every coefficient of Tr πµi(g) is now an Ad-invariant function, and thus a loop group gives
much larger set of integrable models.

On the space G/AdH one can define, following [18], an action of a discrete birational Poisson
transformation τ : G/AdH → G/AdH, preserving the double Bruhat cells and the functions Hi.
Namely let g = g+g− be the Gauss decomposition of g ∈ G/AdH. Define τ(g) as the product
g−g+. (The Gauss decomposition is ambiguously defined on g since the Cartan part can be
equally well attached to the upper or lower-triangular one or just split between the two. But on
the quotient G/AdH the action of τ is nevertheless well defined). In sect. 7 we show how this
transformation can be generalised for the loop groups.

Recall now the classification of symplectic leaves of G (see for example [18, 13]). The group
G can be decomposed G =

∐
u∈W×W Gu into the double Bruhat cells, enumerated by elements

of the group W ×W , where W is the Weyl group of G. Each double Bruhat cell is isotypic, i.e.
it is birationally equivalent to the product of symplectic manifold and a manifold with trivial
Poisson bracket. The dimension of a cell Gu is given by dimGu = l(u) + rank G, where l(u) is
the length of u.

One can modify the Poisson manifold G in order to make all constructions to be a little bit
more symmetric. Namely, consider the action of the Cartan subgroup H ∈ G on G by conjuga-
tion. Since H is a Poisson subgroup of G with trivial Poisson structure, the quotient G/AdH
inherits the Poisson structure and the collection of Poisson-commuting functions {Hi} as well as
a decomposition into Poisson submanifolds G/AdH =

∐
u∈W×W Gu/AdH. The dimensions of

the corresponding Poisson submanifolds are now just dimGu/AdH = l(u).

3 Cluster parametrisation of double Bruhat cells.

Simple groups

Following [14] we describe here how to introduce the structure of a cluster variety on Gu and
Gu/AdH. Namely, starting from a decomposition of u into reduced product si1 · · · sil of standard
generators of W ×W we define a cluster seed (see appendix A) - a split algebraic torus, provided
with log-constant Poisson structure, and a Zariski open its Poisson embedding into Gu. Similarly,
a cluster seed for the space Gu/AdH is constructed from the same data. Finally, we show that
for the group G = PGL(N) the cluster seeds are isomorphic to those, corresponding to the
Thurston diagrams constructed out of the decomposition u = si1 · · · sil on a disk.

3.1 Cartan-Weyl generators of a simple group

To describe cluster coordinates on Gu and Gu/AdH we need to introduce first a set of generators
of the Lie group G analogous to the Cartan-Weyl generators of the corresponding Lie algebra
g. The set of standard generators of a Weyl group W is in canonical bijection with the set Π of
simple roots of G, and we shall not distinguish between these two sets. The set of generators of
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the second copy of W will be identified with the set of negative simple roots Π̄.

Recall, that given a Cartan matrix Cij the corresponding Lie algebra g is generated by
{hi|i ∈ Π} and {ei|i ∈ Π ∪ Π̄}, satisfying the relations2

[hi, hj ] = 0,
[hi, ej ] = sign(j)Cijej,
[ei, eī] = sign(i)hi,
(ad ei)

1−Cijej = 0 for i+ j 6= 0

(3)

For the same Lie algebra one can replace the set {hi} by the set {hi}, defined by hi =
∑

j∈ΠCijh
j ,

then the relations (3) take the form:

[hi, hj ] = 0,

[hi, ej ] = sign(j)δji ej ,
[ei, eī] = sign(i)Cijh

j ,
(ad ei)

1−Cijej = 0 for i+ j 6= 0

(4)

For any i ∈ Π ∪ Π̄ introduce the group element Ei = exp(ei) and a one-parameter subgroup
Hi(x) = exp(hi log x) which will be our set of generators of the group G. The commutational
relations (4) imply the relations between Hi and Ei (we list them in appendix B for the simply-
laced case). As an immediate consequence of (4) notice, that Hi(x) commutes with Ej , unless
i = j, and that Ei commutes with Ej if Cij = 0 and i 6= j̄.

3.2 Construction of the cluster seeds

Take a decomposition u = si1 · · · sil of an element u ∈ W ×W . A seed ((C×)l, ε) and a map
ev : (C×)l → G/Ad H is associated to such u by

x1, . . . , xl 7→ Hi1(x1)Ei1 · · ·Hil(xl)Eil (5)

The image of this map is Zariski open in the double Bruhat cell Cu, and it is an embedding, if
the word u is reduced. Different reduced decompositions of the same element u ∈ W ×W give
rise to different parametrisations, related by a cluster transformation.

To construct a seed ((C×)(l+r), ε), where r is the rank of G, i.e. to parametrise the cells of
simple group G itself, one needs just to multiply this expression from the right by an arbitrary
element of the Cartan subgroup:

(x1, . . . , xl+r) 7→ Hi1(x1)Ei1 · · ·Hil(xl)EilH1(xl+1) · · ·Hr(xl+r) (6)

The construction of the corresponding exchange matrix ε is given in the appendix C.

Using the fact, that Hi(x)Ej = EjHi(x) unless i = j, one can rewrite expressions (5) and
(6) in many different ways by moving any Hi until it meets Ei or Eī. Therefore every cluster
variable is naturally associated to a positive simple root i, and for a given i to a minimal segment
of the word si1 · · · sil delimited by si, sī, or ends of the word (for a cyclic word all segments are
delimited just by si or sī).

2For simplicity we denote by ī the root, opposite to the root i, and extend h and C to the negative roots,
assuming that hi = hī, that Cī,j̄ = Cij and that Cij = 0 if i and j have different signs.
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One can check (see [14]) that cluster seeds, corresponding to different decompositions of
the same word u, are related by a cluster transformation. In particular, their images coincide
up to codimension one. For example, if Cij = Cji = −1, the coordinates corresponding to
decomposition u = AsisjsiB, where A and B are arbitrary words, are related to the coordinates
corresponding to decomposition ũ = AsjsisjB by a mutation in the variable, associated to
the segment [sisjsi]. Similarly, for the relation between AsisīB ↔ AsīsiB we should make
a mutation in the variable associated to the segment [sisī]. If Cij = 0 applying relation for
AsisjB ↔ AsjsiB does not change parametrisation, since the corresponding matrices Ei and Ej

commute.

If a decomposition is not reduced, the maps (5) and (6) are still defined, but they are not
embeddings any longer. Instead such map is an embedding, corresponding to a reduced word,
pre-composed with a projection along some coordinates and some mutations. Indeed, the map
corresponding to the word AsisiB is a composition of the mutation in the variable associated to
the segment [sisi] with the map corresponding to AsiB.

Therefore we claim, that the double Bruhat cells of G and of G/AdH are cluster varieties. In
[14] it is proven that the Poisson brackets on Gu (and thus on Gu/AdH), given by the exchange
matrix ε, and (1) given by the Drinfeld-Jimbo r-matrix (2) coincide.

3.3 Generators and Thurston diagrams for the group PGL(N)

In the case G = PGL(N) we can make the construction much more explicit. The generators Ei

and Hi(x) in the standard representation have a particularly simple form:

Hi(x) =




x 0 · · · 0

0
. . . 0

x
... 1

. . . 0
0 · · · 0 1




Ei = Etr
ī =




1 0 · · · 0

0
. . . 0

1 1
... 1

. . . 0
0 · · · 0 1




(7)

where the lowest line of Hi(x) with x, and the line in Ei containing the off-diagonal unity have
number i > 0. For negative i the corresponding matrix E−i = Eī is just transposed to the matrix
of the positive root.

Let us now give an alternative description of the cluster seeds, corresponding to the decom-
position of u ∈ W ×W into product of generators for the group PGL(N), using the Thurston
diagrams (see appendix D). Every decomposition of u into the product of generators corresponds
to a Thurston diagram, and the latter in its turn corresponds to a cluster seed. We claim that
this alternative way gives the same seed. To verify this statement one needs, first, to compare the
seeds corresponding to a single generator. This can be done by comparing the exchange graphs
for such elementary Thurston diagrams containing only one triple point (see fig.1A) and the
exchange graph (chord) described in appendix C. Then we need to verify that gluing exchange
graphs corresponds to gluing Thurston diagrams. We leave these verifications as easy exercises.

For the group G = PGL(N) every word u ∈ W × W in the generators corresponds to
a Thurston diagram on a disc, which we draw as an infinite vertical strip. Every diagram
consists of 2N curves connecting the sides of the strip and having no vertical tangent. The
curves are oriented in such a way, that for generic vertical section the orientations of the curves
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at the intersection points with the section alternate. Generators si (and sī) correspond to
a triple intersection of the curves with the numbers 2i − 1, 2i, 2i + 1 (and 2i, 2i + 1, 2i + 3
respectively), counted from above along a section. An example of a Thurston diagram is shown
on fig. 1. The properties of the correspondence between the diagrams and the words are listed in
appendix D. The face variables, corresponding to the top and bottom white faces, for a simple
group G = PGL(N) are restricted to be equal to unity.

→

A

s1 s1̄ s1 s2̄ s2

B

Figure 1: Thurston diagrams: (A) for an elementary generator si of the Weyl group; (B) for the
word s1s1̄s1s2̄s2.

The Thurston diagrams for Gu/AdH are obtained from those for Gu by gluing together the
right and the left sides, thus getting diagrams on a cylinder instead of a strip.

3.4 Example: Poisson submanifolds of PGL(3)

In the case of G = PGL(3) there are just two simple roots, and the Cartan matrix is

Cij = 2
(αi, αj)

(αi, αi)
= (αi, αj) =

(
2 −1
−1 2

)
(8)

The elementary matrices (7) are in this case

E1 = Etr
1̄ =



1 1 0

0 1 0

0 0 1


 ; E2 = Etr

2̄ =



1 0 0

0 1 1

0 0 1




H1(x) =



x 0 0

0 1 0

0 0 1


 ; H2(x) =



x 0 0

0 x 0

0 0 1




(9)

The big cell in G = PGL(3) is parametrised by particular case of expression (6), corresponding
to a decomposition of the longest element of W ×W (here of the length l = 6). For an element
11̄22̄11̄ with the Thurston diagram, presented at fig. 2A, the corresponding product is
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x1 x2

x3 x4

x5 x6 x7

x8

s1 s1̄ s2 s2̄ s1 s1̄

A

x1 x2

x3 x4

s1 s1̄ s2 s2̄

B

x′1 x′2

x′3 x′4

s1̄ s1s2̄ s2

C

Figure 2: Thurston diagrams for: (A) the word 11̄22̄11̄; (B) the cyclic word 11̄22̄; (C) the cyclic
word 1̄12̄2 (for B and C the right and the left sides are glued together).

(x1, . . . , x8) 7→

7→ H1(x1)E1H1(x2)E1̄H2(x3)E2H2(x4)E2̄H1(x5)E1H1(x6)E1̄H1(x7)H2(x8).
(10)

The coordinates x1, . . . , x8 are associated with the segments ]1], [11̄], ]11̄2], [22̄], [2̄11̄[, [11̄], [1̄[,
[2̄11̄[, respectively.

For the Poisson submanifold of dimension l = 2 · rankG = 4 in G/AdH, corresponding to
the longest cyclically irreducible word 11̄22̄ with the Thurston diagram, presented at fig. 2B, the
parameterisation (6) gives

(x1, x2, x3, x4) 7→ H1(x1)E1H1(x2)E1̄H1(x3)E2H1(x4)E2̄ =

=



1 1 0

0 1 0

0 0 1






x1 0 0

0 1 0

0 0 1






1 0 0

1 1 0

0 0 1






x2 0 0

0 1 0

0 0 1


×

×



1 0 0

0 1 1

0 0 1






x3 0 0

0 x3 0

0 0 1






1 0 0

0 1 0

0 1 1






x4 0 0

0 x4 0

0 0 1


 =

=



x1x2x3x4 + x2x3x4 x3x4 + x4 1

x2x3x4 x3x4 + x4 1

0 x4 1




(11)

where the matrix in the r.h.s. should be understood as an element of PGL(3), i.e. modulo
multiplication by a constant.

The parametrisation for the word 1̄12̄2 (the corresponding Thurston diagram is presented at
fig. 2C) is given by

(x′1, x
′
2, x

′
3, x

′
4) 7→ H1(x

′
1)E1̄H1(x

′
2)E1H1(x

′
3)E2̄H1(x

′
4)E2 =

=



x′1x

′
2x

′
3x

′
4 x′1x

′
3x

′
4 x′1x

′
3

x′1x
′
2x

′
3x

′
4 x′1x

′
3x

′
4 + x′3x

′
4 x′1x

′
3 + x′3

0 x′3x
′
4 x′3 + 1



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where the coordinates x′1, . . . , x
′
4 are related to the coordinates x1, . . . , x4 by mutations in the

variables x2 and x4:

(x′1, x
′
2, x

′
3, x

′
4) = (x1(1 + x2)(1 + 1/x4)

−1, 1/x2, x3(1 + 1/x2)
−1(1 + x4), 1/x4)

The Poisson structures, corresponding to the symplectic leaves in PGL(3), can be described
by exchange graphs, see appendix C. For the big cell in PGL(3), corresponding to the word
u = 11̄22̄11̄ ∈ W ×W , the corresponding graph is presented at fig. 21, while for the Poisson
submanifold in G/AdH, corresponding to u = 11̄22̄, the exchange graph can be found at fig. 22.

4 Cluster parameterisation of double Bruhat cells.

Loop groups

Let us generalise this construction to loop groups, namely present it for P̂GL(N). For loop groups
one gets infinitely many Ad-invariant functions, and they possess finite-dimensional Poisson
submanifolds, thus allowing to construct much wider class of integrable systems.

The main difference with the case of simple groups, since the Cartan matrix for affine groups
is non-invertible, is that relations (3) and (4) define now non-isomorphic Lie algebras. The

former defines a centrally extended loop group P̂GL#(N) = P̂GL(N) ⋉ C×, while the latter

corresponds to the co-extended one P̂GL
♯
(N) = P̂GL(N)⋊C×, see e.g. [23]. For our purposes

we shall use the group P̂GL
♯
(N) since it admits cluster parameterisation. The simple roots for

this group can be identified with the set Π = Z/NZ, with the Dynkin diagram given by a closed
necklace with N vertices.

4.1 The coextended affine Weyl group, wiring and Thurston diagrams

The Weyl group W of the group P̂GL
♯
(N) also admits a central co-extension W ♯ = W ⋊Z/NZ,

and can be defined by generators, corresponding to the simple roots {si|i ∈ Z/NZ}, and an
additional generator Λ with relations

sisi+1si = si+1sisi+1,

Λsi = si+1Λ,

s2i = 1, ΛN = 1

(12)

Similarly, the group (Ŵ×Ŵ )♯ = (Ŵ×Ŵ )⋊(Z/NZ) is generated by {si|i ∈ Π∪Π̄}, corresponding
now to positive or negative simple roots, and Λ subject to (12), with one additional relation

sisj = sjsi if i > 0 and j < 0 (13)

The subgroup of (Ŵ × Ŵ )♯, generated by sisi and Λ, is isomorphic to Ŵ ♯ by the obvious

isomorphism sisi 7→ si. It will be called the diagonal subgroup and denoted by Ŵ ♯
+.

Elements of the group Ŵ ♯ as well as their decomposition into products of generators can be
visualised by wiring diagrams similarly to the finite Weyl groups of type AN−1, see e.g [19]. The
only difference is that for the affine case the diagrams are drawn on cylinders instead of strips.
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Λ s1 s2s1s2s0

Figure 3: Cylindrical diagrams for the elements of the coextended affine Weyl group.

A wiring diagram is as a collection of N paths γk on the cylinder R/NZ× [0, 1], connecting
bijectively the integral points on one edge of the cylinder to the integral points on the other.
The paths are considered up to homotopy and up to the diffeomorphisms of the torus, preserving
the boundary of the cylinder point-wise – i.e. the Dehn twists; this rule ensures the relation
ΛN = 1. The group product corresponds to gluing the right side of one cylinder to the left of
another. A generator si corresponds to the diagram with single crossing of the path, connecting
the i-th point to the i+ 1-st, with the path, connecting i + 1-st to the i-th, and the rest of the
paths remain horizontal. The diagram corresponding to the generator Λ connects i-th point to
the i+ 1-st for any i (see fig. 3).

Conversely, given a wiring diagram with only pairwise crossings and with the paths, going
monotonously from left to right, one can associate it with a word in Ŵ ♯ in the following way.
Cut the cylinder into a rectangle by a line going from left to the right side of the cylinder starting
on the left at some point between the points (N − 1 mod N) and (0 mod N) and such that for
every face of the diagram it passes through, it enters it through the leftmost point and leaves
through the rightmost one. Once the cylinder is cut we can we can associate to every crossing
point the generator si just as we did for finite diagrams on a strip with additional generator
s0 corresponding to the intersection points occurring on the cut. The power of the coextension
generator Λ is determined by the number of the segment where the cut meets the right side of
the cylinder.

The coextension homomorphism Ŵ ♯ → Z/NZ can also be described as the intersection index
of the diagram with a generator of the cylinder: orient all paths from left to right and count
the number of intersection, taking into account the orientation, with the straight horizontal line
from left to right, disjoint from the integral points3.

To present elements of the group (Ŵ × Ŵ )♯ it is sufficient to give just two wiring diagrams,

one for each copy of Ŵ , with the same number of lines and the same coextension. However, to
present a particular decomposition of this group as a product of generators we will use Thurston
diagrams (see appendix D), which are constructed from two wiring diagrams corresponding to
two W -factors, drawn on the same cylinder, do that the second is slightly shifted down with

3 Yet another way to compute this coextension is the following. To every path one can associate an integer
measuring the difference of coordinates of both ends of the curve on the universal cover of the cylinder. The sum
of such numbers divided by N modulo N is the desired homomorphism. One can easily check, that such sum is
always divisible by N , and that it is remains unchanged modulo N2 under the Dehn twist.
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respect to the first one, with two additional conditions: (1) every vertical line intersects lines
of both diagrams alternatively; (2) as a consequence all intersection points must be triple; (3)
the lines corresponding to the first (resp. second diagrams) are oriented from left to right (resp.
from right to left), see fig. 4(C). The triple intersection points are therefore of two types – when
two lines from the first diagram intersect a line from the second and visa versa; they correspond
to the generators si with i > 0 or i < 0, respectively.

Below we will draw cylindrical diagrams on rectangles assuming that the bottom side of the
rectangle is identified with the top one.

s2 s1 s0 s2 s0̄ s2̄ s0̄ s2 s1 s2̄ s0 s2

Figure 4: A: wiring diagram; B: wiring diagram for the second copy of the group W ; C: Thurston
diagram.

4.2 Realisations of the coextended loop group

We shall use two different realisations of the group P̂GL
♯
(N): the infinite matrix realisation

and the loop realisation. In the infinite matrix realisation it can be identified with the group of
infinite matrices {AJ

I |I, J ∈ Z}, considered up to multiplication by a constant and satisfying the
following two conditions:

AJ
I = 0 for |I − J | ≫ 0

AJ+N
I+N = xAJ

I for some x ∈ C×
(14)

In the Laurent realisation the group P̂GL
♯
(N) can be identified with the group of expressions

A(λ)Tx, where Tx is the operator of multiplicative shift by x:

Tx = exp

(
log xλ

∂

∂λ

)
= xλ∂/∂λ (15)

and A(λ) is a Laurent polynomial with values in N × N matrices, considered again up to a
multiplicative constant. The multiplication rule of such expressions is therefore

A1(λ)Tx1 · A2(λ)Tx2 = A1(λ)A2(x1λ)Tx1x2 (16)

The correspondence between the infinite matrix and the loop realizations is given by the isomor-
phism

AJ
I 7→

∑

K∈Z

AJ+KN
I λKTx (17)
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where in the r.h.s. I, J ∈ 1, . . . , N and x is the quasi-periodicity factor from the condition (14).

The loop group P̂GL
♯
(N) has one more triple of generators in addition to those of PGL(N),

which we denote E0, E0̄ and H0(x). In loop representation the matrices Ei for i 6= 0, 0̄ coincide
with the corresponding matrices for the corresponding finite-dimensional group PGL(N), and
the matrices Hi(x) get multiplied by Tx, i.e.

Hi(x) =




x 0 · · · 0

0
. . . 0

x
... 1

. . . 0
0 · · · 0 1




Tx, Ei = Etr
ī =




1 0 · · · 0

0
. . . 0

1 1
... 1

. . . 0
0 · · · 0 1




(18)

for i > 0. For i = 0 we have additionally H0(x) = Tx, and

E0 =




1 0 · · · 0
...

. . .
...

0
. . . 0

λ · · · 0 1


 , E0̄ =




1 0 · · · λ−1

...
. . .

...

0
. . . 0

0 · · · 0 1


 (19)

It is also useful to introduce the element Λ ∈ P̂GL(N), having in the infinite matrix presentation
the form ΛJ

I = δJ+1
I , or in the loop representation

Λ =




0 1 · · · 0
...

. . .
. . .

...
0 · · · 0 1
λ · · · 0 0


 (20)

This matrix has the property

ΛEiΛ
−1 = Ei+1, ΛHi(z)Λ

−1 = Hi+1(z), i ∈ Z/NZ (21)

i.e. the operator Λ acts as a unit shift along the Dynkin diagram of ̂PGL(N).

4.3 Integrable systems on double Bruhat cells

The Weyl group for affine Lie group is infinite (for example the product of all generators has in-
finite order) and therefore, in contrast to the finite-dimensional case, one can consider arbitrarily
long words, corresponding to the Poisson submanifolds of arbitrary large dimensions. The space

of Ad-invariant functions on P̂GL
♯
(N) is finitely generated, but it is infinitely generated on its

subgroup P̂GL(N).

The cluster parameterisation of double Bruhat cells for the loop group P̂GL(N)♯ goes exactly
along the lines we had for simple groups. The only difference on the level of exchange graphs
(see appendix C) is that one should add one extra line, an example of the exchange graph for
u = 00̄11̄ is shown on fig. 5(A). The Thurston diagrams for Ĝu are on a cylinder with left
and right boundaries, which replaces the infinite strip for the case of simple groups, while the

17



→

A B

Figure 5: Exchange graph (A) and Thurston diagram (B) for the cell of P̂GL
♯
(2)/AdH corre-

sponding to the word 00̄11̄.

Thurston diagrams for Ĝu/AdH are on a torus, which is obtained after gluing the left with the
right boundary of a cylinder (i.e. on fig. 5(B) one should identify top with bottom and left with
right).

Let u = si1 , . . . , sinΛ
k be an arbitrary reduced decomposition of u ∈ (Ŵ × Ŵ )♯. The

corresponding double Bruhat cell can be parametrised by n variables x = (x1, . . . , xn) by the
formula

(x1, . . . , xn) 7→ A(λ,x) = Hi1(x1)Ei1 · · ·Hin(xn)EinΛ
k (22)

In order to get an element of P̂GL(N)/AdH and not of P̂GL
♯
(N)/AdH we need to impose in

(22) that ∏

j

xj = 1 (23)

If this condition is satisfied the matrix A(λ,x) is just a matrix with entries being Laurent
polynomials, but defined up to multiplication by a constant α and up to a shift λ→ βλ (which
is just a result of its conjugation by H0(β) = Tβ).

Consider the function

Ssi1 ,...,sinΛ
k(λ, µ,x) = det(A(λ,x)− µ)) (24)

which we shall call the generating function of the integrable model. This function is ill-defined due
to the ambiguity described above. However, let us consider it, as defined up to a transformation

Ssi1 ,...,sinΛ
k(λ, µ,x) ≃ αSsi1 ,...,sinΛ

k(βλ, γµ,x)

where α, β and γ are arbitrary functions of x1, . . . , xn, then it becomes already well-defined.

Computing determinant in (24), this function is expressed as Laurent polynomial of λ and µ:

Ssi1 ,...,sinΛ
k(λ, µ,x) =

∑

i,j

Hij(x)λ
iµj

(25)

Denote by ∆ the Newton polygon of (25), i.e. a convex hull on the plane of the points (ij) for
which the functions Hij(x) 6= 0 identically. Fix any three corners of ∆, and adjust α, β and γ to
make the corresponding coefficients Hij to be equal to unities, the resulting partition function
will be called normalised.
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Theorem 1 The coefficients {Hij(x)} of expansion (25) of the normalised partition functions

are well defined Ad-invariant functions on the Poisson submanifold Ĝsi1 ,...,sinΛ
k

/AdH, and there-
fore they Poisson-commute with each other.

The proof that they indeed form a set of integrals of motion of an integrable system, and the
discussion of the properties of this system will be done below, after we establish the isomorphism
of these systems with the integrable systems of Goncharov and Kenyon.

5 Dimers

In this section we define, following [2], the dimer partition function for a bipartite graph with
weights attached to its edges. We show that partition functions on certain graphs can be com-
puted as minors of certain matrices of small size (related to the number of vertices). We define
then the spectral variety, and describe the GK integrable systems, constructed out of certain
bipartite graphs on a torus.

5.1 Recollection about dimers

Let Γ be a graph, denote by EΓ and VΓ the set of its edges and vertices, respectively. A dimer
configuration on Γ is a subset D ⊂ EΓ, such that every vertex is contained in exactly one edge
of D. Denote by DΓ the set of all dimer configurations on Γ, which we assume to be nonempty.
Fix a function A : e 7→ Ae associating a complex number, called weight, to any edge e ∈ EΓ.

Consider the sum over all dimer configurations

SΓ(A) =
∑

D∈DΓ

∏

e∈D

Ae (26)

and call it the dimer partition function of the graph Γ. This partition function is a polynomial
of the weight variables Ae with unit coefficients.

One can slightly generalise this construction for the graphs called open, where one allows
the terminal edges, having one special univalent vertex, also called terminal. Graphs without
terminal edges are called closed. One can identify two terminal vertices, and then erase resulting
two-valent vertex: this procedure can be used to glue together two graphs. Conversely, one can
cut an edge and declare emerging vertices to be terminal.

A dimer configuration on an open graph is a collection of edges containing every internal
vertex exactly once without any condition for the terminal edges. Denote by TΓ the set of
terminal edges of the graph. For every subset T ⊂ TΓ denote by DΓ(T ) the set of dimer
configurations with terminal edges from T occupied and all other terminal edges free. One can
define the partition function with boundary

SΓ(A, T ) =
∑

D∈DΓ(T )

∏

e∈D

Ae (27)

All such partition functions can be put together into a single generating partition function. Fix
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an ordering of the terminal edges and introduce odd variables ξ = {ξt|t ∈ TΓ}. Define then

SΓ(A, ξ) =
∑

T⊂TΓ

SΓ(A, T )
∏

t∈D∩T

ξt,

where the product is taken respecting the fixed order of the terminal edges.

This generating function is especially convenient, since it behaves in a nice way under gluing
the terminal edges together. Namely, let the graph Γ′ be obtained from the graph Γ by gluing a
terminal edge i with weight Ai to the neighbor edge j, which follows i with respect to the chosen
order and carries the weight Aj . The resulting edge e carries the weight Ae = AiAj .

Lemma 1 SΓ′(A′, ξ′) =
∫
SΓ(A, ξ)eξiξjdξjdξi

Here ξ′ denotes the collections ξ with ξi and ξj removed, while a
′ is the collection a with the

weight Ae = AiAj replacing Ai and Aj . The proof of this Lemma is obvious, since

∫
SΓ(A, ξ)eξiξjdξjdξi =

∫
SΓ(A, ξ)dξjdξi +

∫
SΓ(A, ξ)ξiξjdξjdξi

The first term in the r.h.s. gives the sum over the dimer configurations with both terminal edges
i and j occupied, which are in bijection with dimer configurations for the graph Γ′ with the edge
e occupied. Similarly the second term gives the sum over configurations, where the edge e is
empty.

5.2 Matrices and dimers on a disc

Now we are going to show, that for any matrix one can associate a bipartite graph with terminal
edges and with the weights such that its partition function is a generating functions for the
minors of the matrix. Multiplication of matrices corresponds to gluing graphs. Let M be an
n×n matrix, ξ = (ξ1, . . . , ξn) and η = (η1 . . . ηn) be two sets of the Grassmann variables. Define
the minor generating function by

S(M, ξ,η) = exp(
∑

i,j

M i
jξiη

j) (28)

This function satisfies the following relations:

Lemma 2 1. S(M1M2, ξ
′,η′) =

∫
S(M1, ξ

′,η)S(M2, ξ,η
′)
∏

i e
−ξiηidξidηi

2. S(M, ξ,η) = 1 +
n∑

k=1

∑
ii<···<ik
j1<···<jk

M i1,...,ik
j1,...,jk

ξi1 · · · ξikη
jk · · · ηj1

3.
∫
S(M, ξ,η)eµ

∑
ηiξi
∏

i dξ
idηi = det(µ −M)

4.
∑

i

(
ξi

∂

∂ξ̃i
− η̃i

∂

∂ηi

)
S(M, ξ,η)S(M, ξ̃, η̃) = 0
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Here M i1,...,ik
j1,...,jk

denotes the minor of the matrix M , corresponding to the rows i1 < · · · < ik and
columns j1 < · · · < jk. The property 2 shows that the function S(M, ξ,η) can be considered as
a generating function of all minors of the matrix M . The property 4 is equivalent to the Plücker
relations for the minors of a matrix. A proof of this Lemma is given in appendix E.

Now it is easy to demonstrate, that

Lemma 3 For every matrix M one can construct a bipartite planar graph with ordered edges
ΓM with the weights A on edges, such that its minor generating function S(M, ξ,η) coincides
with generating partition function of the graph SΓM

(A, ξ,η).

Indeed, comparing the property 1 and Lemma 1 we see, that gluing the graphs corresponds to the
matrix products. Therefore, one needs just to verify, that weighted graphs exist for a system of
generators of GL(N), i.e. to diagonal matrices and exponentiated simple roots (7). By listing all
dimer configuration one can check, that graphs shown on fig. 6 correspond to the matrices Ha =
diag(a1, . . . , aN ), Ei and Eī, with the minor generating functions S(Ha, ξ,η) = exp(

∑
j ajξjη

j),

S(Ei, ξ,η) = exp(ξiη
i+1 +

∑
j ξjη

j) and S(Eī, ξ,η) = exp(ξi+1η
i +

∑
j ξjη

j), respectively. We
assume, that terminal edges of the graphs are ordered counter-clockwise: first on the left side
from top to the bottom (ξ-variables) and then on the right from bottom to the top (η-variables).

i-th row

diag(a1, . . . , aN )

aN

ai+1

ai

a1

...

...

Ei

...

...

...

...

Eī

N rows

Figure 6: Graphs corresponding to the generators of GL(N). The weight variables a are all
assigned to the terminal edges (to the right ones, associated with the η-variables in our choice).
All other weights are equal to unities.

5.3 Dimer partition functions with signs

This simple construction unfortunately fails to construct in a universal way the graphs, corre-
sponding to the generators (19), (20) of the affine groups P̂GL(N). One can do this in much
simpler way by assigning the signs to dimer configurations, in particular to present an algorithm,
valid for the groups P̂GL(N) both in the cases of integer and odd N . Moreover, this is the most
direct way to explain the appearance of terms of different signs in (24), to be compared below
with certain dimer partition functions. Assume from now that the graph Γ is embedded into a
surface Σ with terminal vertices (if any) on the boundary of Σ.
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Any dimer configuration can be viewed as an element of the space of chains C1(Γ,Z/2Z). Fix
an element Q ∈ Z1(Σ,Z/2Z)⊗ Z1(Σ, ∂Σ,Z/2Z), such that its projection to homology gives the
canonical element in H1(Σ,Z/2Z)⊗H1(Σ, ∂Σ,Z/2Z). Such Q can be interpreted as a quadratic
form on C1(Γ,Z/2Z) and in particular on its subspace generated by dimer configurations. The
difference of any two such forms is a linear form. To construct such form one can choose a
collection of cycles {αi} representing a basis of H1(Σ,Z/2Z) and a collection of cycles {βi}
representing the dual basis in H1(Σ, ∂Σ,Z/2Z). Then the form is given by Q =

∑
i αi ⊗ βi and

its value on a dimer configuration D is equal to Q(D) =
∑

i〈αi,D〉〈βi,D〉.

Using this quadratic form one can modify (26) to

SΓ,Q(A) =
∑

D∈DΓ

(−1)Q(D)
∏

e∈D

Ae (29)

and (27) to

SΓ,Q(A, T ) =
∑

D∈DΓ(T )

(−1)Q(D)
∏

e∈D

Ae (30)

Cutting a surface Σ provided with a form Q by a closed curve induces a form Q′ on the resulting
surface Σ′. The form Q′ is defined by the condition that for any dimer configuration D on
Γ ⊂ Σ we have Q(D) = Q(D′), where D′ is the dimer configuration obtained by cutting the
configuration D. In this case we say that the forms Q and Q′ are compatible.

On the pictures we show the cocycles αi ∈ Z1(Σ,Z/2Z) as well as from βi ∈ Z1(Σ, ∂Σ,Z/2Z)
as corresponding cycles on the surface transversal to the graph Γ. The former ones are represented
by cycles possibly going from boundary to boundary and the latter by closed cycles.

5.4 P̂GL(N) and dimers on a cylinder

In this section we present generating functions of elements of the affine group P̂GL(N) ⊂

P̂GL
♯
(N) as dimer partition functions with signs. A product of generators (18), (19) of P̂GL

♯
(N)

belongs to P̂GL(N) if the condition (23) is satisfied.

The generators (18) correspond just to the same graphs as on fig. 6, but which are embedded
now into short horizontal cylinders, as shown on fig. 7. For these matrices the formulae (27) and
(29) give the same answer, if we choose the cycles α and β as shown on the figure: indeed, since
the cycle β goes from boundary to boundary not intersecting the graph Q(D) = 〈α,D〉〈β,D〉 = 0,
and the signs of all dimer configurations are positive.
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i-th row

diag(a1, . . . , aN )

aN

ai+1

ai

a1

...

...

Ei

...

...

Eī

...

...

N rows

Figure 7: Graphs on a cylinder, corresponding to the common generators of PGL(N) and

P̂GL(N). The cycle α ∈ H1(Σ,Z/2Z) is depicted by vertical dashed line around a cylinder,
while the cycle β ∈ H1(Σ, ∂Σ,Z/2Z) corresponds to the horisontal dashed line, connecting two
boundaries of a cylinder on its back side.

The generators (19), (20) specific to P̂GL(N) can be represented by the graphs, embedded
into a cylinder, shown on fig. 8. All generators (19), (20) have just a single nonvanishing matrix
element, equal to λ±1 beyond the main, next upper and next lower diagonals. Therefore, all λ-
dependent minors, dependently on their size k = 1, . . . , N , will have positive (negative) sign for
odd (even) k respectively in the expansions of minor generating functions (28) for the matrices
E0(λ), E0̄(λ) and Λ(λ). The most simple way to take into account these signs is:

• to assign weight −λ (instead of naive +λ) to every link on the graph, corresponding to a
λ-dependent matrix element;

• to assign the signs to all dimer configurations, according to the rule (29).

−λ

E0

...

...

−λ

E0̄

...

...

...

...

Λ

N rows

Figure 8: Graphs corresponding to the spectral parameter dependent generators of P̂GL(N).
Dashed lines again denote the cycles α (vertical) and β (horisontal). Now for the λ-dependent
minors 〈β,D〉 = 1 and corresponding Q(D) = 〈α,D〉〈β,D〉 = 〈α,D〉 counts the number of the
occupied terminal edges.
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It is easy to see that gluing cylinders along boundary circles is compatible with the quadratic
form Q = α ⊗ β, where β is the horizontal generator of the cylinder and α is a vertical section
of it in a small vicinity of one of the boundaries. Observe that such form Q does not depend on
two possible choices of the cycle α (since the number of vertices between them is even), and that
this form is compatible with gluing two cylinders together.

5.5 Dimers and the discrete Dirac operator

Let us show now, that for a closed surface the partition function with signs (29) coincides with
determinant of a matrix, which can be called the discrete Dirac operator. To define this operator
one needs first to fix a spin structure on the surface (even with this fixing the determinant is
defined up to a sign). However the dependence on the spin structure is not essential, and the
equivalence class of the partition function does not depends on this choice. The construction
belongs mainly to P. Kasteleyn [21] and it was generalised to higher genus by D. Cimasoni and
N. Reshetikhin [17].

Recall that a spin structure on a closed surface can be identified [22] with a quadratic form
Q on H1(Σ,Z/2Z) satisfying the compatibility condition with the intersection index 〈, 〉:

Q(x+ y) +Q(x) +Q(y) = 〈x, y〉 mod 2 (31)

The spin structure on the surface can be encoded by a Kasteleyn marking of the edges of a
bipartite graph. A Kasteleyn marking of a graph Γ embedded into a surface Σ is a marking
of edges of a graph by numbers K = Ke ∈ {±1} such that for any face f with l(f) sides the
product of Ke over the sides be equal to (−1)l(f)/2+1 (i.e. with monodromy −1 around faces
with number of sides divisible by 4 and +1 otherwise). Such a marking can be considered as
a cochain K ∈ C1(Γ, {±1}) with the condition ∂K = R where R is the cocycle taking value
(−1)l/2+1 on a face f .

Given two dimer configurations D1 and D2 one can define their mutual parity σ(D1,D2)
taking value in {±1} as follows. Every dimer configuration D defines a map, denoted by the
same letter D : B →W from black to white vertices. The parity σ(D1,D2) is just a parity of the
map (D1 −D2) : W → W , it obviously satisfies the property σ(D1,D2)σ(D2,D3)σ(D3,D1) = 1
for any three dimer configurations D1,D2 and D3. The proof of the following lemma is essentially
contained in [17].

Lemma 4 1. A Kasteleyn marking exists and is unique up to a cocycle from Z1(Γ, {±1}).

2. For any Kasteleyn marking K and for any two dimer configurations D0 and D1, such that
D1 −D0 ∈ B1(Σ,Z/2Z), we have

σ(D1,D0)〈(D1 −D0),K〉 = 1

3. For any Kasteleyn marking and for any four dimer configurations D0,D1,D2 and D3, such
that D0 +D1 +D2 +D3 ∈ B1(Σ,Z/2Z), one has:

σ(D1,D2)σ(D0,D3)〈(D1 −D0), (D2 −D0)〉〈(D0 +D1 +D2 +D3),K〉 = 1

24



Corollary: Fix a dimer configuration D0 and consider a function on the set of dimer con-
figurations q : DΓ → {±1} defined by q(D) = 〈(D − D0),K〉σ(D,D0). The statement 2 of
Lemma 4 implies that q(D0) = 1 and its value depends only on the homology class of D −D0,
and the statement 3 is equivalent to representing it in the form q(D) = (−1)Q(D−D0), where Q
is quadratic form, representing a spin structure.

Define a linear operator D(A) : CW → CB, by

D(A) =
∑

e

〈e,KA〉b(e)w(e),

where b(e) is the embedding of C into the factor corresponding to the black end of the edge e,
w(e) is the projection onto the factor corresponding to the white end of the edge. In other terms
the matrix of the operator D(A) has rows numerated by black vertices, columns numerated by
white vertices and a matrix element between a white vertex w and a black vertex b is equal to
the sum D(A)bw =

∑
b

e
→w

KeAe over all edges e connecting b and w.

Changing A and K by a coboundary (making a discrete gauge transformation) amounts to
the multiplication of D(A) by a nondegenerate diagonal matrices from both sides. Thus the
property of D(A) being degenerate does not depends only on the class of A in H1(Γ).

Lemma 5 detD(A) = ±SΓ(A).

Remark: Though the Dirac operator D depends on the spin structure on the surface via the
Kasteleyn orientation K, the dependence is given by a simple rule

DK′(A) = DK(AK′/K).

The formula makes sense since the ratio K′/K can be considered as belonging to H1(Σ). For
this reason we omit the subscript K.

Proof. The determinant of the operator D(A) is not defined before we fix an isomorphism
between the volume forms on CW and CB . A choice of a bijection between W and B establishes
this isomorphism, but different choices give different signs of the determinant and therefore it is
defined up to a sign. One can fix a bijection by choosing a dimer configuration D0. Once the
bijection is fixed one can speak about the parity sign(s) of a map s : B →W and the formula for
the determinant reads as detD(A) =

∑
s : B→W

∏
b∈B(−1)

sign(s)Dbs(b), where the sum is taken
over bijections s : B →W . Every dimer configuration D defines a bijection which we will denote
also by D and the bijections which do not correspond to dimer configurations give no contribution
to the determinant. Therefore the formula for the determinant can be rewritten as

detD(A) =
∑

D∈DΓ

(−1)σ(D,D0)〈D,KA〉 =

= 〈D0,K〉
∑

D∈DΓ

(−1)σ(D,D0)〈(D −D0),K〉〈D,A〉 = ±
∑

D∈DΓ

(−1)Q(D−D0)〈D,A〉
(32)

where the last equality holds due the corollary of the Lemma 4.
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5.6 Spectral submanifold and face partition function

Consider now a closed surface Σ, a bipartite graph Γ on it, and the corresponding dimer partition
function with signs. For some set of values of the edge parameters A the partition function
vanishes and, since it is determinant of the operator D(A), the kernel of D(A) forms a line
bundle over this set. However, there is a large group of gauge symmetry acting on the space of
parameters A leaving the vanishing set invariant. The spectral submanifold is just the quotient
of the vanishing set by this group.

We proceed, first, to the description of the quotient of all edge parameters by the gauge group
in terms of elementary algebraic topology.

Since the edges of a bipartite graph have canonical orientation (from the white vertex to
the black one) any dimer configuration can be interpreted as an element of the space C1(Γ,Z)
of 1-chains on Γ with integer coefficients. The boundary of any dimer configuration is just a
0-chain, which is a sum of black vertices minus the sum of the white vertices, which we shall
denote by v = b−w. Therefore the difference of any two dimer configurations is a cycle.

The weights A = {Ae} on the edges can be seen as elements of the space C1(Γ,C×) of 1-
cochains of Γ with coefficients in the multiplicative group C×, and the product

∏
e∈D Ae = 〈A,D〉

is just the canonical pairing between 1-chains and 1-cochains. The expression for the partition
function (29) can be written down as

SΓ(A) =
∑

D∈DΓ

(−1)Q(D)〈A,D〉

Below, unless stated otherwise, we assume all groups of chains with integer coefficients written
additively, since they are just free finitely generated Abelian groups. On the other hand, all
groups of cochains will be considered with coefficients in C× written multiplicatively, since they
are algebraic tori.

The function SΓ(A) is homogeneous with respect to the action of the gauge group C0(Γ).
Namely SΓ(A∂g) = SΓ(A)〈g,w − b〉, where b,w ∈ C0(Γ) are the sums of the black and the
white vertices, respectively. Indeed

SΓ(A∂g) =
∑

D∈DΓ

(−1)Q(D)〈A∂g,D〉 =
∑

D∈DΓ

(−1)Q(D)〈A,D〉〈∂g,D〉 =

=
∑

D∈DΓ

(−1)Q(D)〈A,D〉〈g, ∂D〉 = SΓ(A)〈g,w − b〉
(33)

It implies that the partition function SΓ(·) as well as the pairings 〈·,D0〉 for any dimer configura-
tion D0 can be interpreted as sections of a line bundle over the quotient H1(Γ) = C1(Γ)/∂C0(Γ).
The ratio SΓ(·)/〈·,D0〉 is just a function on H1(Γ). The vanishing locus of this section is our
spectral variety L.

Observe that since our graph is embedded into a closed surface Σ we have the exact sequence

1→ H1(Σ)→ H1(Γ)
∂
→ B2(Σ)→ 1, (34)

where B2(Σ) is the group of 2-coboundaries, and in our case it is just the group of assignments
of nonzero numbers with product one to the faces of the surface. This exact sequence defines on
H1(Γ) the structure of a principal H1(Σ)-bundle over B2(Σ).
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Assume now, that Σ is a torus, and letM be the moduli space of the plane curves in H1(Σ),
which is just a two-dimensional algebraic torus, considered up to a (multiplicative) shift by
elements of H1(Σ). Let universal Jacobian of planar curves J be the space of pairs (curve, line
bundle on it) also up to the action of H1(Σ).

The points of M correspond to the polynomials P (λ) =
∑

i∈H1(Σ)Hi〈i,λ〉, considered up

to a transformation P (λ) 7→ αP (βλ), where α ∈ C× and β ∈ H1(Σ). The spaces M and J
are stratified by the finite dimensional subspacesM∆ and J∆ respectively, with curves having a
given Newton polygon ∆ ⊂ H1(Σ). The polygon ∆ is just the convex hull of the points i ∈ H1(Σ)
for which Hi 6= 0.

The coefficients Hi with i in the corners of the Newton polygon ∆ must be nonvanishing.
Chosen any three corners, one can reduce the polynomial F (λ) =

∑
i∈∆Hi(x)〈i,λ〉 to a normal

form (we call it normalised equation of a curve) - with unit coefficients in these corners. The
remaining coefficients are coordinates on the space M∆.

For any point x ∈ B2(Σ) the intersection of the spectral variety to the fiber over x is a
curve, and the kernel of the Dirac operator defines a line bundle on it provided the curve is
nonsingular. The fiber is isomorphic to H1(Σ), but this isomorphism is defined up to a shift.
Therefore the map I : B2(Σ)→M to the moduli of curves called the action map and a rational
map J : B2(Σ)→ J to the universal Jacobian called the action-angle map are well defined.

The exact sequence implies that noncanonically H1(Γ) is isomorphic to the product H1(Σ)×
B2(Σ). Fixing such an isomorphism and choosing a representative of H1(Γ) in discrete connec-
tions we get a map A : B2(Σ)×H1(Γ)→ C1(Γ). The face partition function useful to compute
the action map in coordinates is given by

Sf
Γ(λ,x) = SΓ(A(λ,x))

Choosing another isomorphism, the face partition function changes

Sf
Γ(λ,x) 7→ α(x)Sf

Γ(β(x)λ,x), (35)

where α : B2(Σ) → C× and β : B2(Σ) → H1(Σ) are arbitrary homomorphisms. The face
partition function

Sf
Γ(λ,x) =

∑

i∈∆

Hi(x)〈λ, i〉 (36)

thus defines a point of the moduli space M of plane curves for any value of x. We can always
choose the splitting making three corner coefficients to be unit, so that the face partition function
becomes normalised.

Observe that the normalised face partition function does not depend on the spin structure.
Indeed, the difference between two quadratic forms on H1(Σ,Z/2Z) satisfying (31) is a linear form
L ∈ H1(Σ,Z/2Z). The class L can be also viewed as an element of H1(Σ) if we identify Z/2Z with

the group {±1} ⊂ C×. Therefore the face partition function changes as Sf
Γ(λ,x) 7→ Sf

Γ(Lλ,x)
which is a particular case of the transformation (53). The line bundle on the spectral curve (36)
will be given by the kernel of the discrete Dirac operator D(A(λ,x)).
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5.7 Dual surface, double partition function and the Poisson bracket

Recall that embedding of a graph into an orientable surface induces a fat graph structure, namely
a cyclic order of ends of edges, incident to every vertex. Conversely, for a given fat graph
structure there exists the only surface and the only embedding, up to a diffeomorphism provided
the embedding induces surjections of the fundamental groups. Following [2], we introduce the
notion of dual embeddings of a bipartite graph into two surfaces. Two embeddings Γ →֒ Σ and
Γ →֒ Σ̃ are called dual if both induce surjections of the fundamental groups, and the fat graph
structures induced by both embeddings coincide in the white vertices and are opposite in the
black ones.

Dual surface Σ̃ can be also imagined as follows. A zig-zag path on Γ is a path turning left in
every white vertex and right in a white one. Glue a disk to the graph Γ along every zig-zag path.
Since every edge of Γ belongs to exactly two zig-zag paths, we obtain a closed smooth surface
Σ̃. A zig-zag path is a boundary of the face of the dual surface Σ̃, but it may be nontrivial in
homology of Σ. Conversely, a boundary of a face of Σ maybe noncontractible in Σ̃. The sum in
homology H1(Σ) of the zig-zag paths obviously vanishes and therefore they are sides of a convex
polygon ∆ ∈ H1(Σ,R) with vertices in integer points. The polygon ∆ is uniquely defined up to
a shift.

Observe, that then we have obvious maps on the level of homology:

i : H1(Γ)→ H1(Σ), ı̃ : H1(Γ)→ H1(Σ̃)

i∗ : H1(Σ)→ H1(Γ), ı̃∗ : H1(Γ)→ H1(Σ̃)
(37)

As it is shown in [2], if the graph Γ is minimal, the cokernel Z of the map i + ı̃ is finite and
therefore the kernel Z∗ of the map i∗ × ı̃∗ is finite.

Denote by C1 ⊂ H1(Γ) the kernel of i+ ı̃ and by C1 the cokernel of i∗ × ı̃∗. Fixing a splitting
of the exact sequence

1→ Z∗ → H1(Σ)×H1(Σ̃)→ H1(Γ)→ C1 → 1 (38)

one can construct the map Ā : H1(Σ) ×H1(Σ̃) × C1 → C1(Γ) and thus yet another version of
the partition function, which we will call the double partition function

Sd
Γ(λ, λ̃, c) = SΓ(Ā(λ, λ̃, c))

The double partition function depends on the splitting and therefore is defined up to a trans-
formation Sd

Γ(λ, λ̃, c) 7→ α(c)Sf
Γ(β(c)λ, β̃(c)λ̃, c), where α : C1 → C×, β : C1 → H1(Σ) and

β̃ : C1 → H1(Σ̃) are arbitrary homomorphims.

Observe that the sequence (38) implies that the space B2(Σ) is isomorphic to (H1(Σ̃)×C1)/Z∗.
Indeed, this isomorphism is given by the differential ∂ : H1(Σ̃)× C1 → B2(Σ).

Recall that the space H1(Σ̃) has a canonical Poisson bracket, originated form the intersection
index 〈, 〉Σ̃ on H1(Σ̃). Indeed, for two functions 〈·, x〉 and 〈·, y〉 on H1(Σ̃) defined by integral

homology classes x, y ∈ H1(Σ̃) the bracket is given by

{〈·, x〉, 〈·, y〉} = 〈x, y〉〈·, x + y〉 (39)

28



where the pairing between x and y is the intersection index 4. This bracket is obviously invariant
under the multiplicative shifts and in particular under the action of the finite group Z∗. The
product H1(Σ̃) × C1 has thus a Poisson structure trivial on the second factor and the map ∂
induces one on B2(Σ).

Recall now, that the space B2(Σ) has natural coordinates, given by associating numbers
to the faces of Γ, embedded into Σ. The bracket (39) in these coordinates is given by the
combinatorial formula (cf. with the bracket (A1) in Appendix A)

{xi, xj} = εijxixj (40)

Here i, j ∈ B2(Σ) are two faces, and εij is the number of common edges counted with sign plus,
if going from i to j we leave the white vertex on the right, and with the sign minus otherwise.
In other terms the exchange graph of the Poisson bracket (39), (40) is just dual to the graph Γ.

6 Dimers and integrable systems for the loop groups

The aim of this section is to formulate our main result - to show, that the class of the GK
integrable systems coincides with the class of naturally defined integrable systems (sect. 4.3) on

the Poisson submanifold of loop groups P̂GL(N).

It was proven in [2], that the action map IΓ : B2(Σ) → M is integrable if the bipartite
graph Γ is minimal. In other words, integrability means that the set of coefficients Hi of the
normalised face partition function Sf

Γ(λ,x) =
∑

i
Hi(x)〈i,λ〉 Poisson-commute with each other,

and - when we forget the corner coefficients of the normalised partition function - they form a
maximal commuting set of functionally independent integrals of motion.

One can easily convince himself that the number of integrals of motion, given by this con-
struction, is maximal possible. Assume for simplicity, that all curves of the Thurston diagram
have no self-intersections. In this case the number of triple crossings and thus the number of
white faces is equal to 2S where S is the area5 of the Newton polygon ∆. Therefore the di-
mension of the phase space is equal to 2S − 1. The number of nontrivial Hamiltonians is equal
to the number N of integral points belonging to ∆. The number of Casimirs is equal to B − 3
where B is the number of the boundary points of ∆. The maximal number of integrals is thus
(2S− 1− (B− 3))/2 = S− B/2 + 1 = N, according to the Pick’s theorem.

Moreover in [2] it is shown that

1. If i is a corner of the boundary of the Newton polygon ∆, then Hi = ci(x) is a Casimir
function (monomial in {xi}), i.e. {Hi, f} = 0 for any function f = f(x) on B2(Σ).

2. Two minimal graphs Γ1 and Γ2 can be obtained from one another by spider moves (see
sect. 7.1) if and only if the corresponding polygons ∆1 and ∆2 can be mapped one onto
another by shift or SL(2,Z)-action. Such graphs are called equivalent.

4The functions on H1(Σ̃) dual to the canonical A- and B- cycles in H1(Σ̃), for some choice 〈Ai, Bj〉 = δij
of the latter, can play the role of the (exponentiated) co-ordinates and momenta. It is easy to see, that this is
literally true for the relativistic Toda systems, see sect. 8 and [16].

5This can be proven using convenient triangulation of the Newton polygon and the fact that the vector product
of two oriented sides coincides with the intersection index of the corresponding curves on the Thurston diagram.
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3. Two integrable systems corresponding to the same polygon are isomorphic by a cluster
transformation.

Hence, the GK integrable systems are enumerated by the Newton polygons ∆, and the
coordinate systems on their phase spaces - by the bipartite graphs Γ on torus Σ. The integrable
systems on the Poisson submanifolds of P̂GL(N), constructed in sect. 4.3, are enumerated by

cyclically irreducible elements u ∈ (Ŵ × Ŵ )♯ in the coextended double Weyl groups, and the
coordinates on their phase spaces - by decompositions of these elements into a reduced word of
generators u = si1 · · · silΛ

k. We need to establish the correspondence between these two sets of
data.

Encode, first, both sets of combinatorial data with the Thurston diagrams. Indeed, given a
reduced decomposition u = si1 · · · silΛ

k we can draw a corresponding Thurston diagram on a
cylinder, and then gluing together the right and the left sides of this cylinder we get a diagram
on the torus. The corresponding Newton polygon is (unique up to a shift) convex polygon in
H1(Σ,R) with the sides, being classes of curves on the Thurston diagram. On the other hand,
Thurston diagrams are in one-to one correspondence with the bipartite graphs Γ, see Appendix D.

Now, for any Newton polygon ∆ there exists a reduced word si1 · · · silΛ
k in the generators

of (Ŵ × Ŵ )♯ such that the curves of its glued Thurston diagram correspond to the sides of ∆.
Choose a coordinate system on the plane H1(Σ,R) such that none of the sides of the polygon is
vertical. Then every side of the polygon gives a cycle on the torus H1(Σ,R)/H1(Σ,Z). We can
represent all these cycles by curves with nowhere vertical tangent and having minimal number
of transversal intersections. Cutting the torus by a vertical line we get a collection of curves on a
cylinder, the number of these curves N will be twice the width of the polygon (half of the curves
go to the left, and half to the right). Forgetting the left-going curves, we get a wiring diagram
and the corresponding to it word in the generators {si|i ≥ 0} multiplied by Λk. The power
k is given by the difference in height of the leftmost and the rightmost vertex of the polygon.
Forgetting curves going to the right we get in the same way a word in the generators {sī |̄i ≤ 0}
multiplied by Λk with the same k. Shuffling these two words in any way and multiplying the
result by Λk we get a word in the generators of (Ŵ × Ŵ )♯ such that the corresponding Thurston
diagram has the desired Newton polygon ∆.

For given reduced word u ∈ (Ŵ ×Ŵ )♯ there is a natural bijection between the set of variables
parametrising the cell Gu/AdH and the set of white faces of the Thurston diagram (and thus
- of the faces of the corresponding bipartite graph Γ on torus Σ). Indeed, given a reduced
decomposition of u, the cell parametrising variables are in bijection with the generators si,
which correspond to the triple intersections of the Thurston diagram. On the other hand every
white face of the Thurston diagram on a torus with a chosen vertical direction and nowhere
vertical tangents to the curves has its leftmost intersection point, and thus the white faces are
also enumerated by the triple intersection points.

Theorem 2 Given a word u = si1 · · · silΛ
k in the coextended double Weyl group of the group

P̂GL(N), let Su(λ, µ;x) = det(Au(λ,x) − µ) be the characteristic polynomial of the matrix,
parametrising a double Bruhat cell Gu/AdH in cluster coordinates x, corresponding to given
decomposition. Then this function coincides up to normalisation to the dimer face partition
function of the bipartite graph on a torus, constructed out of the Thurston diagram, corresponding
to the word si1 · · · silΛ

k.
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Most of the proof of this theorem is already done. Given a Thurston diagram corresponding
to a word u = si1 · · · silΛ

k, and at the same time to the graph Γ, one can cut it by vertical
circles into l elementary pieces having exactly one triple points inside. Observe that every slice
corresponds to one of the graphs shown on fig. 7 and fig. 8. One should just compare the
monodromies around faces and zig-zags of the bipartite graph, used to compute the partition
function Su(λ, µ,x), and check that they coincide with the monodromies around faces and the
zig-zags, prescribed by the rules to compute the dimer partition function.

7 Mutations and discrete flows

7.1 Equivalence of bipartite graphs

As shown in [2], under certain transformations of a graph, the face partition function remains
the same, up to a cluster transformation (composition of mutations and projections) of the face
variables x. One such transformation (fig. 9A) just contracts two edges incident to a two-valent
vertex and keeps intact the variables on the faces. The second one is the so-called spider move,
shown on fig. 9C. The variables on the faces are now changed by mutation in the center of the
lozenge - with the exchange matrix εij , corresponding to the Poisson bracket (40). The third one
eliminates one of the edges out of two, having the same vertices (fig. 9B). This transformation
reduces the number of variables by one, and is a composition of mutation and projection. Every
graph can be reduced to a graph, called minimal, where the number of variables cannot be
already reduced.
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Figure 9: (A): Elimination of a two-valent vertex; (B): Elimination of a double edge; (C): Spider
move.

In particular, if a sequence of such moves preserves the graph, but changes the variables
(thus giving a nontrivial mapping class group element of the corresponding cluster variety)
the corresponding map preserves the Poisson structure and the integrals of motion and thus
commutes with the integrable flow.

7.2 Discrete flow τ

Recall that the transformation τ is defined on G/AdH and on Poisson submanifolds Gu/AdH
as by τ(g−g+) = g+g− where g− and g+ belong to the lower and upper Borel subgroups, respec-

tively. For group P̂GL(N) one can generalise this transformation by τ(g−g+) = g+Λ
kg−Λ

−k.
This transformation obviously preserves the Hamiltonians of the integrable system given by the
generating function det(gΛk − µ).

Any u ∈ (Ŵ × Ŵ )♯ admits a decomposition u = si1 · · · silΛ
k with i1, . . . ip positive and

ip+1 . . . il negative6. Such decomposition can be transformed in the following way:

u = si1 · · · silΛ
k = si1 · · · sipsip+1 · · · silΛ

k ∼ sip+1 · · · silΛ
ksi1 · · · sip =

= sip+1 · · · silsi1+k · · · sip+kΛ
k = si1+k · · · sip+ksip+1 · · · silΛ

k = u′,

where ∼ means a cyclic shift of the generators, the second and the fourth equality follow from
the commutativity of negative and positive generators and the third follows from the relation
Λsi = si+1Λ. This sequence of equalities and cyclic shifts induces a morphism from Gu/AdH to
Gu′

/AdH. In particular it is clear that if k = 0 than u = u′ and we get the automorphism of
Gu/AdH preserving the integrals of motion. This automorphism is just the transformation τ . If
k 6= 0 the same transformation, repeated N/gcd(k,N) times, gives an automorphism, which we
will also denote by τ .

6One can start from any decomposition and then using that negative and positive generators commute move
the former to the right and the latter to the left.
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7.3 General discrete flows

Take a Newton polygon ∆ and consider a sequence of the corresponding Thurston diagrams
related by Thurston moves and with the first and the last diagram coinciding. Such sequence de-
fines a possibly trivial automorphism of the corresponding cluster variety X∆ (see Appendix A),
preserving the integrable system of sect. 6. Such automorphisms form a group G∆ of discrete
automorphisms of our integrable system. Though we do not have a complete description of this
group so far, we are going to present a combinatorial construction of a discrete Abelian group
G′∆, where ∆ is a Newton polygon, and define a homomorphism of the group of discrete automor-
phisms of the corresponding integrable system into G′∆. We conjecture that this homomorphism
is in fact an isomorphism.

Let Z|V∆| be the group of integral valued functions on the set of vertices V∆ of the Newton
polygon ∆. Let A be the subgroup of functions on V∆ extendible to affine functions with
integral coefficients, i.e. the functions aX+ bY + c with a, b, c ∈ Z and (X,Y ) are coordinates on
H1(Σ) = Z2. Our group is defined as the quotient G′∆ = Z|V∆|/A. It is obvious, that this group
has rank equal to |V∆| − 3, but in general it has a nontrivial torsion.

Now we are going to describe the homomorphism G∆ → G
′
∆. Take a sequence of Thurston

diagrams related by Thurston moves representing an element of G∆. Any such sequence can be
interpolated by a one parameter family of collections of curves such, that for all but finitely many
parameter values, all intersections are triple, and for each remaining value we allow one quadruple
intersection corresponding to the moves. Since the first and the last diagrams coincide we can
assume that the parameter belongs to a unit circle S1. Consider a product Σ× S1. Every curve
of the Thurston diagram traces a surface in this product. If Σ is a torus T 2 then Σ×S1 is a three-
dimensional torus T 3 and every cycle defines an element of the homology group H2(T

3,Z) = Z3.
Therefore we get a collection δ1, . . . , δK of points in H2(T

3,Z), one for each side of the Newton
polygon ∆. To be specific assume, that the indices enumerate the cycles in the counter-clockwise
order of the sides of ∆, starting from the rightmost vertex. The sum

∑
r δr of the cycles of such

collection vanishes in homology. Indeed, the connected components of the complement to the
cycles inherit colouring in grey and white from the Thurston diagrams. Therefore the sum of
the cycles is the boundary of the union of the, say, grey components.

Choose a homology basis e1, e2, e3 in H1(T
3,Z) with e1 and e2 being the basis H1(T

2,Z).
This basis induces a basis ekl = ek ∧ el, where k < l of H2(T

3,Z). Denote by (ai12, a
i
23, a

i
13) the

coordinates of the classes δi in this basis. Since
∑

ai12 = 0, there is a collection of numbers {f i}
on vertices of ∆, defined up to a constant and such that ai12 = f i+1 − f i for i ∈ Z/KZ. This
collection defines the element of G′∆.

Observe that if a curve of a Thurston diagram represents the cycle Xe1 + Y e2 and it moves
by ae1 + be2 then the corresponding cycle on T 3 is given by (Xe1 + Y e2) ∧ (ae1 + be2 + e3) =
(bX−aY )e12+Xe13+Y e23. Consider the case when the shift ae1+be2 is the same for all curves.
If a and b are integers, the corresponding automorphism is trivial and the corresponding element
of the group {fi} ∈ G

′
∆ is also trivial as given by an affine function bX − aY . This argument

shows that the construction of the homomorphism sounds. On the other hand if X and Y are
rational but all coordinates akli are integers then the corresponding element of the group G′∆ is a
torsion.

Now consider an automorphism τ defined in sect. 7.2. In the language of Thurston diagrams
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it corresponds to moving the collection of cycles oriented from right to left as a whole and keeping
the remaining cycles on their places. In order to come back to the original configuration of cycles
we need to move the collection by the vector (Ne1 + ke2)/gcd(k,N). The vector Ne1 + ke2 is
just the vector connecting the leftmost and the rightmost vertices of the Newton polygon ∆.
Such vector cuts the Newton polygon in two parts. The corresponding function fi can be taken
to be zero on the upper part and a minimal nonzero linear function vanishing on the vector and
taking integral values on integral points on the lower part.

As it was indicated to us by A. B. Goncharov, the group G∆ has another interpretation.
Namely, a Newton polygon defines a toric surface M∆ and a homology class on it represented by
the spectral curves (see [20], sect. 3.4). The sides of the polygon correspond to the components
of the divisor at infinity. The Picard group on M∆ restricts to the Picard group of a generic
spectral curve. The group G∆ is the inverse image of lines bundles of degree zero. In other terms
the group G∆ is the group of line bundles on a spectral curve extendible to line bundles on M∆.
We conjecture that the discrete flows act on the Jacobian of the spectral curve by multiplication
by the corresponding line bundles.

8 Examples

8.1 Triangle

Consider the Newton polygon (just triangle in this case) with vertices (−1, 0), (0, 1) and (1,−1)
of the area S = 3/2, shown on figure 10A. The corresponding Thurston diagram is drawn on
fig. 10B, its lines are parallel to the sides of the triangle. Three independent triple intersections
in the fundamental domain, if sides of the triangle are oriented counter-clockwise, can be put into
correspondence with the generators s0, s1 and, again, s0 respectively, so that the corresponding
Poisson submanifold is described by the word u = s0s1s0Λ, an element of the coextended Weyl
group of Â1.

The corresponding trivalent graph Γ is shown on fig. 10C. The dual surface Σ̃ is also a torus
in this example, with isomorphic embeddings of the graph.
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Figure 10: Triangle. (A): Newton polygon ∆; (B): Thurston diagram with face variables; (C):
The bipartite graph Γ; (D): Bipartite graph Γ on dual torus; (E): Edge variables and cycles
defining the quadratic form.

The Poisson bracket between the face variables {x, y, z : xyz = 1} follow from the fig. 10B
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(by the rule of construction of the exchange matrix from fig. 23B of Appendix D):

{x, y} = 3xy; {y, z} = 3yz; {z, x} = 3yz

A section H1(Σ)×H1(Σ̃)→ C1(Γ) is shown on fig. 10E. Here λ, µ are coordinates on H1(Σ) and
α, β are coordinates on H1(Σ̃), the space C1 is trivial in this example. On fig. 10C and fig. 10D
the cycles in homology bases of Σ and Σ̃ are shown respectively, and the variables on the edges
just indicate the intersections of these cycles and the edges of the graph. We associate to every
variable a dashed cycle and put it on the edges, intersected by this cycle.

There are six dimer configurations on this graph shown on fig. 11,

µ−1
λ −µλ−1 αβ−1

α−1 β

Figure 11: Dimer configuration and corresponding pairings (−1)Q(D)〈A,D〉.

which sum up in the following the double partition function

Sd = µ−1 + λ− µλ−1 + α−1 + β + αβ−1 (41)

The same expression can be obtained as the determinant Sd = detD of the Dirac operator

D =




1 1 −λβ
µλ−1 α−1 1
αβ−1 −µ−1 1




which can be read off the fig. 10E (We have chosen the Kasteleyn marking in a way to reproduce
the signs exactly and not up to equivalence.)

Solving the equations relating H1(Σ̃) with B2(Σ) (one should take the products around faces
on fig. 10E taking into account canonical orientation of the edges)

x = αβ−2, y = αβ, z = α−2β

and substituting the result for α and β into the expression (41), one gets the normalised face
partition function:

Sf = λ−1 + µ− λµ−1 + x−1/3y−2/3 + x−1/3y1/3 + x2/3y1/3

On the other hand the characteristic polynomial of the corresponding matrix product is

A(λ, µ;x, y, z) = det (H0(x)E0H1(y)E1H0(z)E0Λ− µ) =

= det

[(
1 0

λx 1

)(
y 0

0 1

)(
1 1

0 1

)
TxTyTz

(
1 0

λ 1

)(
0 1

λ 0

)
− µ

]
=

= µ2 − λy − µλ2xy − λµ(1 + y + xy)

(42)
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Normalising by the substitution λ 7→ λx−2/3y−1/3, µ 7→ µx−1/3y1/3 and multiplying the result
by −x2/3y−2/3λ−1µ−1 one obtains the same expression for the partition function.

The group G′∆ = G∆ in this case is just Z/3Z generated by the obvious cyclic permutation of
variables (x, y, z)→ (y, z, x) which corresponds to the element (0, 1, 0) of the group G′∆.

8.2 The simplest relativistic Toda chain

In our next example the rank of the Poisson structure is still two, but in contrast to the case of
triangle there is a nontrivial Casimir function.

Consider the Newton polygon with the vertices (1, 0), (0, 1), (−1, 0), (0,−1), shown on
fig. 12A, the corresponding Thurston diagram is depicted at fig. 12B.
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Figure 12: Two-particle relativistic Toda chain. (A): Newton polygon; (B): Thurston diagram
with face variables; (C): Bipartite graph with contracted two-valent vertices, (D): Bipartite graph
on dual torus Σ̃; (E): Edge variables and cycles defining the quadratic form.

The Poisson brackets between the face variables follow from fig. 12B (again, by the general
rule, shown on fig. 23B in Appendix D):

{x, y} = 2xy; {y, z} = 2yz; {z, w} = 2zw; {w, x} = 2wx; {x, z} = {y,w} = 0

The embedding of H1(Σ) = {(λ, µ)} into H1(Γ) is given, for example, by A3 = λ, A4 = λ−1,
A6 = µ, A2 = µ−1 and all others Ae = 1 (cf. figs. 12C and 12E). Similarly the embedding of
H1(Σ̃) = {(α, β)} is given by A3 = α, A8 = α−1, A5 = β, A2 = β and all others Ae = 1, where
the embedding can be read off the fig. 12D. The Casimir space C1 is one dimensional, we denote
the Casimir function (coupling constant in Toda chain) by c and put on the edge 7, A7 = c.

There are eight dimer configurations on this graph depicted at fig. 13,
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α cα−1 cλ−1 λ

Figure 13: Dimer configurations for the graph shown on figure 12C.

which give rise to the following double partition function 7

Sd = α+ cα−1 + β + β−1 + λ+ cλ−1 + µ−1 + µ (43)

Solving equations, relating H1(Σ̃) and B2(Σ), following from fig. 12C and fig. 12E

x = αβ−1, y = α−1β−1, z = cα−1β, w = c−1αβ

we change the variables to α = c1/2x1/2w1/2 = x1/2y−1/2, β = z1/2w1/2 = x−1/2y−1/2 since
c = xz = (yw)−1. Expressing the partition function (43) in terms of these variables, one gets
the normalised face partition function:

Sf = x1/2y−1/2 + cx−1/2y1/2 + x1/2y1/2 + x−1/2y−1/2 + λ+ cλ−1 + µ+ µ−1 (44)

On the other hand the characteristic polynomial of the corresponding matrix product, can be
computed e.g. as

A(λ, µ;x, y, z, w) = det [H1(x)E1H1(y)E1̄H0(z)E0H0(w)E0̄ − µ] =

= det

[(
x 0

0 1

)(
1 1

0 1

)(
y 0

0 1

)(
1 0

1 1

)
TxTyTzTw

(
1 0

λ/w 1

)(
1 λ−1

0 1

)
− µ

]
=

= det

[(
xy + x+ λw−1x λ−1xy + λ−1x+ xw−1 + x

1 + λw−1 λ−1 + w−1 + 1

)
− µ

]
=

= µ2 − µ(w−1 + 1 + x+ xy)− λµw−1x− λ−1µ+ xy

(45)

Substituting w = c−1y−1, normalising by λ→ x−1/2y−1/2c−1λ, µ→ −x1/2y1/2µ, and multiplying
this expression by (xyµ)−1, one reproduces exactly the normalised dimer face partition function
(44).

7It is interesting to point out, that already this equation in its quantum version gives rise to a nontrivial
spectral problem of the Hofstadter model [25]. We are planning to returm to this problem elsewhere.
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The group G′∆ is a group of rank one with torsion Z/2Z. The torsion generator (1, 1, 0, 0)
is given by the permutation of coordinates (x, y, z, w) 7→ (z, w, x, y). The generator of infinite
order (0, 1, 0, 0) is given by

(x, y, z, w) 7→

(
w−1, zw2 (1 + y)2

(1 + w)2
, y−1, xy2

(1 + w)2

(1 + y)2

)
.

and corresponds to two grey and two white mutations as shown on fig. 14.
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Figure 14: Discrete flow. The first move is a composition of two grey mutations, the second is
just the fundamental domain change and the third is a composition of two white mutations.

8.3 Degeneration to non-affine Toda system

This example illustrates that integrable systems, corresponding to a smaller Newton polygon, can
be obtained from a larger one by a certain degeneration procedure. Another reason to consider
this example is that it formally does not fit into the GK scheme [2], since the corresponding
bipartite graph is not minimal in their sense.

Consider the Newton polygon (triangle) with vertices at (−1, 0), (1, 0) and (0, 1) of area S = 1,
shown on fig. 15A.

1

1

A

x y

z

s1 s1̄ s0

B C

1

2 3

4 5

6 7

z

yx

C

2

1 3

5 4

6 7

D

λ

β
µ α

α−1µ−1

E

Figure 15: Non-affine relativistic two-particle Toda chain. (A): Newton polygon; (B): Thurston
diagram; (C): Bipartite graph on a torus Σ and homology basis; (D): Bipartite graph on dual
torus Σ̃ and a homology basis; (E): Edge variables.

There are six dimer configurations shown on fig. 16,
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Figure 16: Dimer configuration for the simplest non-affine Toda system.

and the corresponding double partition function is

Sd = α+ α−1 + β + µ+ µ−1 + λ

The relation between cluster and face variables is

x = βα, y = αβ−1, z = α−2

Thus, the normalised face partition function is

Sf = y1/2x1/2 + y−1/2x−1/2 + y−1/2x1/2 + µ+ µ−1 + λ (46)

and it should coincide with given by the characteristic polynomial

det(H1(x)E1H1(y)E1̄H0(z)E0(λ)− µ) = µ2 − µ(1 + x+ yx)− λµx+ yx (47)

Indeed, normalising the r.h.s. by the substitution µ→ −y1/2x1/2µ, λ→ y1/2x−1/2λ and dividing
it by µyx one recovers the expression (46).

One finds, that in this case the spectral curve is rational, and it can be obtained as degener-
ation of the elliptic curve (44) of the simplest affine relativistic Toda in spirit of [26, 27], indeed
we just get (46) in the limit c→ 0 of (44).

8.4 Relativistic Toda chain of rank two

In both previous examples the integrable system of sect. 6 was trivial, since the phase space was
two-dimensional, and it has single integral of motion - the Hamiltonian. Let us now turn to the
simplest example with more than one commuting integrable flows - relativistic Toda chain with
four-dimensional phase space and two independent integrals of motion.
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Figure 17: Affine ̂PGL(3) relativistic Toda chain. (A): Newton polygon, (B): Thurston diagram
(right and left sides are glued after a shift by a half-turn), and the corresponding word in the

double Weyl group of ̂PGL(2); (A’): Rotated Newton polygon; (B’): Rotated Thurston diagram

and the corresponding word in the double Weyl group of ̂PGL(3); (C): Bipartite graph on a
torus Σ, two homology cycles and the face variables; (D): Bipartite graph on dual surface Σ̃ of
genus two and the homology basis; (E): Edge variables Ae = Ae(λ, µ;α, β, γ, δ; c).

Consider Newton polygon - the parallelogram with the vertices (−1, 0), (0, 1), (2, 0) and
(1,−1), shown on fig. 17A. The corresponding Thurston diagram on a torus Σ is shown on
fig. 17B. After applying an automorphism of the lattice, the same Newton polygon can be
presented as parallelogram from fig. 17A’. The corresponding to fig. 17A’ Thurston diagram,
depicted at fig. 17B’, differs from that of fig. 17B just by the torus automorphism, however, after
cutting tori on fig. 17B and fig. 17B’ in vertical direction, the corresponding words in the double
Weyl group generators do not coincide, and even correspond to the different groups. The first
one belongs to the double Weyl group of P̂SL(2), while in the second case one gets P̂SL(3).
This is of course the well-known fact about Toda chains, which can be described in terms of 2×2
or N ×N Lax matrices, N = 3 for this example, (see [16] for more details and references), and
here it comes from possibility to cut torus Σ in two different ways.

The coordinates on cohomologies of the torus H1(Σ) are λ and µ, they correspond to the
cycles, shown on fig. 17C. The cohomology generators α, β, γ, δ of the dual surface H1(Σ̃) corre-
spond to the cycles, shown on fig. 17D.

The Poisson bracket between the face variables, following from the Thurston diagrams on
fig. 17B or fig. 17B’ are:

{y, z} = 2yz, {v, x} = 2vx, {w, u} = 2yz,

{z, v} = zv, {z, w} = zw, {x, y} = xy,

{x,w} = xw, {u, y} = uy, {u,w} = uw,

(48)
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while all others pairs of variables Poisson commute. This Poisson structure can be encoded by
the exchange graph dual to the bipartite graph on fig. 17C, or by the Cartan matrix of the affine
P̂SL(3).

The are 16 dimer configurations, shown on fig. 18, summed up to the double partition func-
tion:

Sd = µ−2 + µ+ µ−1(αγ−1 + γ + α−1 + β + cαδ + α−1β−1δ−1)+

+(γα−1 + α+ γ−1 + βγ + cδ + γ−1β−1δ−1) + cλ−1 − λµ−1
(49)

Comparing fig. 17C and fig. 17E one finds, that the face variables are related to the cohomology
variables by

x = c−1α−1γδ−1, y = αβ, z = αβ−1γ−1, u = βδ, v = cγδ, w = (αβγδ)−1.

Solving these relations for the latter, and substituting the result into (49), we get the face
partition function

Sf = µ−2 + µ+ µ−1c1/3(u2y2zv)−1/3(1 + u+ uy + uyz + uyzv + c−1yv)+

+c1/3(xyu2v2)−1/3(1 + u+ uv + uvx+ uvxy + c−1uv) + cλ−1 − λµ−1
(50)

On the other hand, the same partition function is given up to normalisation by the characteristic
polynomial, which can be read off the word from fig. 17B. Computing the 2×2 determinant after
some convenient location of the shift operators, one gets the expression

det(H1(x)E1H1(y)E1̄H0(z)E0(λ)H0(w)E0̄(λ)H1(u)E1H1(v)E1̄Λ− µ) =

= µ2 − λµx(1 + u+ uy + uyz + uyzv + uyzvx)−

−µ(1 + u+ uv + uvx+ uvxy + uvxyz)− λ2µx2yzu− λ−1µuv − λxuyv,

(51)

which reduces to (50) under the substitutions

λ 7→ µ−1x−2/3y−1/3z−1/3v1/3, µ 7→ λµ−1x2/3y1/3z1/3uv2/3

and multiplication the whole expression in (51) by −λ−1µx−4/3y−2/3z−2/3u−2v−4/3.
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µ−2 αγ−1µ−1 µ γα−1

α µ−1γ γ−1 α−1µ−1

−λµ−1
cλ−1 βµ−1 βγ

cαδµ−1
cδ β−1γ−1δ−1 α−1β−1δ−1µ−1

Figure 18: Dimer configurations and pairings (−1)Q(D)〈A,D〉.

The same face partition function can be obtained from the characteristic polynomial of the
3 × 3 matrix, read off the word from fig. 17B’. Computing the determinant, after pushing all
shift operators to the right, one gets:

− det(H0(w)E0(λ)H0(u)E0̄(λ)H1(y)E1H1(z)E1̄H2(v)E2H2(x)E2̄ − µ) =

= µ3 − vwyµ2λ− (1 + u+ uv + uvx+ uvxy + uvxyz)u−1µ2+

+(1 + u+ uy + uyz + uyzv + uyzvx)vxu−1µ− vxu−1w−1µλ−1 − v2x2yz

(52)

After the substitutions

µ 7→ −µx2/3y1/3z1/3v2/3, λ 7→ λ−1x2/3y1/3z1/3v2/3

and multiplication expression in (52) by µ−2x−2y−1z−1v−2, one comes back to (50).

The symmetry group G′∆ = G∆ in this case has rank one and torsion Z/3Z. The torsion
generator (0, 1, 1, 0) is the permutation (x, y, z, u, v, w) 7→ (u, v, x, z, w, y). The infinite order
generator (0, 1, 0, 0) is the transformation τ given by

(x, y, z, u, v, w) 7→

(
y
(1 + x)(1 + u)

(1 + z−1)2
, x−1, v

(1 + u)(1 + z)

(1 + x−1)2
, u−1, w

(1 + z)(1 + x)

(1 + u−1)2
, z−1

)
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8.5 Parallelograms of arbitrary size and the pentagram map

Finally we consider a subclass of integrable systems with Newton polygons being parallelograms
of arbitrary size. For G = P̂SL(N) the word s0s0̄s1s1̄ . . . sl−1sl−1Λ

l, where the indices are under-
stood modulo N , is cyclically reduced and the corresponding Newton polygon is a parallelogram
with vertices (0, 0), (1, 0), (N, l), (N − 1, l) of double area 2l. In this way one can obtain any
parallelogram with at leas one primitive side.

Our main example here will be parallelogram of width 3, i.e. just a little wider than the
parallelograms, giving rise to relativistic Toda lattices. The main reason for considering such
example is that the discrete evolution for this system, discovered in [6] and studied in [7] was
one of the motivations for our work.

Recall briefly the construction of the discrete integrable system by R. Schwartz. Consider the
space of sequences . . . , p−1, p0, p1, . . . of points in projective plane. This space has a (birational)
automorphism τ defined by a simple geometric construction, shown on fig. 19. Namely, τ(pi) is
the intersection point of the lines (pi−1, pi) and (pi+1, pi+2).

p0

p1

p2
p3

p4
p5
p6

τ(p1)

τ(p2)

τ(p3) τ(p4)

τ(p5)

τ(p6)

Figure 19: Pentagram map.

The group PGL(3) acts on this space by projective transformations. The space of such
sequences contains a subquotient of projective classes of l-quasiperiodic sequences 8, that are
finite dimensional and which we shall denote by Pl. The space Pl obviously has dimension 2l for
any l ∈ N.

Our aim is to show that Pl is canonically isomorphic to the double Bruhat cell of P̂GL(3)

corresponding to the word u = (
∏l

i=1 sisī)Λ
l ∈ (Ŵ × Ŵ )♯, where all indices are understood

modulo 3. Moreover we will check, that the pentagram map τ is just a particular case of the
discrete flow, described in sect. 7.

For a generic sequence of points . . . , p1, p2 . . . in RP2 one can define its lift . . . , e1, e2, . . . to
a collection of vectors of R3 by the requirement that ei + ei+1 belongs to the plane generated by
ei+2 and ei+3, i.e. there exist coefficients ai and bi, such that

ei+3 = ai(ei+1 + ei) + biei+2. (53)

8By an l-quasiperiodic sequence we mean a sequence . . . , p0, p1, . . . such that the shifted sequence
. . . , pl, pl+1, . . . is projectively isomorphic to it.
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The transition matrix from the basis ei, ei+1, ei+2 to the basis ei+1, ei+2, ei+3 can be written as

Mi =



0 0 ai

1 0 ai

0 1 bi


 (54)

Recall the R. Schwartz coordinates [6] on the space of sequences of points on a projective plane9.
For every i let xi and yi be the cross-ratios of quadruples of collinear points:

xi = [pi, pi+1, (pi, pi+1) ∩ (pi+2, pi+3), (pi, pi+1) ∩ (pi+3, pi+4)],

yi = [(pi+4, pi+3) ∩ (pi, pi+1), (pi+4, pi+3) ∩ (pi+1, pi+2), pi+3, pi+4].

Here (pi, pj) denotes a line through pi and pj; the cross-ratio is chosen to be

[a, b, c, d] =
(a− b)(c− d)

(a− c)(b− d)

The Schwartz coordinates xi and yi can be calculated (see (F3) in Appendix F) as

xi = bi/ai, yi = −ai+1/bibi+1 (55)

Conversely
ai = −(xixi+1yi)

−1, bi = −(xi+1yi)
−1 (56)

so that expression (54) in the Schwartz coordinates, up to a scalar multiple is

Mi =




0 0 x−1
i

−yixi+1 0 x−1
i

0 −yixi+1 1


 (57)

The transition matrix from ek, ek+1, ek+2 to em, em+1, em+2 is therefore given by the product

Mk→m = MkMk+1 · · ·Mm−1. (58)

of the matrices (57).

Our key observation is that the transition matrix Mk→m can be written as a simple expression

of generators of the group P̂SL
♯
(3,R). Namely, consider the product

M̂(u, v, λ) = H0(u)E0ΛE0̄H2(v) =

= Tu



1 0 0

0 1 0

λ 0 1






0 0 λ−1

1 0 0

0 1 0






1 0 λ−1

0 1 0

0 0 1






v 0 0

0 v 0

0 0 1


Tv =

=



0 0 λ−1u−1

v 0 λ−1u−1

0 v 1


Tuv = M(u, v, λ)Tuv

(59)

9Our indexing convention is shifted from [6] by two.
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The matrix part of this expression is directly related to the matrix (57)

Mi = M(ai/bi, 1/bi, 1) = M(xi, yixi+1, 1)

and has the obvious property:

TwM(u, v, λ) = M(uw, v, λ)Tw

Hence, the product M̂ (uk, vk, λ) · · · M̂(um−1, vm−1, λ) can be transformed by taking all shift
operators to the right:

M̂(uk, vk, λ) · · · M̂(um−1, vm−1, λ) =

= M(uk, vk, λ)M(uk+1vkuk, vk+1, λ) · · ·M(um−1vm−2um−2 · · · vkuk, vm−1, λ)Tukvk ···um−1vm−1 .

Comparing this expression to the product (58), with substituted (57),

Mk→m = M(xk,−ykxk+1, 1) · · ·M(xm,−ymxm+1, 1)

one finds, that they coincide under identification

ui = −(xi−1yi−1)
−1, vi = −yixi+1. (60)

The variables ui and vi are coordinates on the space of sequences of points, introduced by M. Glick
in [9], where it is shown than the pentagram map in this coordinates is a sequence of mutations.

On the other hand the product M̂(uk, vk) · · · M̂(um−1, vm−1) can be transformed by taking
all the automorphisms Λ to the right:

M̂(uk, vk) · · · M̂(um−1, vm−1) = H0(uk)E0ΛE0̄H−1(vk) · · ·H0(um−1)E0ΛE0̄H−1(vm−1) =

= H0(uk)E0E1̄H0(vk) · · ·Hm−k−1(uj)Em−k−1Em−kHm−k−1(vm−1)Λ
m−k

(61)
Therefore this expression is the standard expression for the map (22), corresponding to the word
u = s0s1̄s1s2̄s2 · · · sm−k−1sm−kΛ

m−k, which is obviously cyclically reduced. According to the
standard rules from the appendix C the Poisson brackets coincides with that of [9]:

{uj , vi} = ujvi if j = i+ 2 or j = i− 1,

{uj , vi} = −ujvi if j = i or j = i+ 1
(62)

and all the other brackets vanish. The characteristic polynomial of (61) gives rise to a spectral
curve with the Newton polygon being a parallelogram of width 3 (matrices 3× 3) and arbitrary
length, see [16].

Pentagram map. Consider now the pentagram map τ . According to the definition of the
map and the normalisation (53) of our sequence of vectors {ei}, the evolved basis {ẽi = τ(ei)}
should be given by the simple formula ẽi = αi(ei+1 + ei), with some nonzero constants αi. On
the other hand the new ordinates ãi and b̃i of the sequence are defined by the relation

ẽi+3 = ãi(ẽi+1 + ẽi) + b̃iẽi+2.
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Putting these relations together one gets an explicit expression for the pentagram map (see
Appendix F):

αi =
ai

bi + 1

ai 7→ ãi =
ai+3(bi+1 + 1)

(bi+3 + 1)
,

bi 7→ b̃i =
bi(bi+1 + 1)(bi+2 + 1)ai+3

(bi + 1)(bi+3 + 1)ai+2
.

(63)

Using (55) and (56) one gets in the Schwartz coordinates

xi 7→ xi+2
1− xi+3yi+2

1− xi+1yi

yi 7→ yi+1
1− xi+1yi
1− xi+3yi+2

.

(64)

what coincides, up to an index shift, with [6] (see page 523) or formula (2.5) from [7].

Expressing this evolution in terms of cluster coordinates ui and vi we get

ui 7→ v−1
i−1,

vi 7→ ui+2(1 + vi)(1 + vi+3)(1 + v−1
i+1)

−1(1 + v−1
i+2)

−1.
(65)

This transformation is a composition of a cluster mutation

vi 7→ v−1
i ,

ui 7→ ui(1 + vi−2)(1 + vi+1)(1 + v−1
i−1)

−1(1 + v−1
i )−1.

in all variables vi composed with the renumbering

vi 7→ ui+2

ui 7→ vi−1.

Other dimensions. Observe, that the construction works if we replace ̂PGL(3) by ̂PGL(N)
with any N > 2. For generic N > 2 the operator (59) becomes

M̂ = Tu




0 0 0 · · · 0 λ−1u
v 0 0 · · · 0 λ−1u
0 v 0 · · · 0 0
...

. . .
...

...
0 0 0 · · · 0 0
0 0 0 · · · v 1




The Poisson brackets are just analogous to (62):

{uj , vi} = ujvi if j = i+N − 1 or j = i− 1,

{uj , vi} = −ujvi if j = i or j = i+N − 2.
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and zero otherwise. For N = 2 the operator M̂ becomes:

M̂ = Tu

(
1 0
λ 1

)(
0 λ−1

1 0

)(
1 λ−1

0 1

)(
v 0
0 1

)
Tv =

(
0 λ−1u−1

v λ−1u−1 + 1

)
Tuv

and the Poisson brackets become:

{uj , vi} = ujvi if j = i+ 1 or j = i− 1,

{uj , vi} = −2ujvi if j = i

which has been already used in sect. 8.4 (cf. e.g. with (51)).
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Appendix

A Cluster varieties of type X

Here we collect necessary definitions and properties of cluster varieties of type X . For simplicity
of the presentation we restrict ourself to the so-called simply-laced case, where the exchange
matrices are skew-symmetric.

A seed torus is just a pair (X , ε) consisting of a split algebraic torus X = (C×)N and a
skew-symmetric matrix εij , 1 6 i, j 6 N called exchange matrix. The standard coordinates on
X are denoted by {xi}. An isomorphism between two seed tori (X , ε) and (X ′, ε′) is a map
preserving the splitting and sending one exchange matrix to another. It is given by a bijection
σ : [1, . . . , N ]→ [1, . . . , N ] of the sets of coordinates such that εij = ε′σ(i)σ(j).

A map between two seeds (X , ε) and (X ′, ε′) is called a mutation in the k-th coordinate if
εik ∈ Z for any i and the exchange matrices are related by

ε′ij =




−εij if i = k or j = k
εij if εikεkj < 0
εij + εik|εkj | otherwise

and the coordinates are related by

x′i =





1/xi if i = k

xi(1 + xk)
εij if εij > 0

xi(1 + 1/xk)
εij if εij < 0
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A cluster transformation is a composition of mutations. A cluster map is a composition of cluster
transformations and projections along the standard coordinate axes.

A cluster variety X of type X is an algebraic variety covered up to codimension two by
(possibly infinite) set of cluster charts, which are the maps φα(Xα)→ X, where {(Xα, εα)} is a
collection of seeds, and such that any transition function (φα)−1φβ is a cluster transformation.
A cluster variety possesses a canonical Poisson structure given by

{xi, xj} = εijxixj (A1)

in any cluster chart (Xα, εα).

A regular function on X being Laurent polynomial with positive integral coefficients in any
chart is called a cluster function. Cluster function which can not be presented as a sum of
two cluster functions is called indecomposable. Conjecturally the set of indecomposable cluster
functions form a basis called canonical basis in the space of regular functions on X.

In order to establish a (birational) isomorphism between two cluster varieties X and Y
it is enough to establish an isomorphism of a seed of X with a seed of Y . In particular, any
isomorphism between a seed and another seed, obtained from the first by a cluster transformation,
defines an automorphism of the whole cluster variety. The group of such transformations is
called the mapping class group of the cluster variety X. This term comes from the analogy with
Teichmüller theory, where this group is indeed the mapping class group of the corresponding
surface: one should not understand this term here literally.

B Relations among the generators of a simply laced Lie group

1. Hi(x)Hj(y) = Hj(y)Hi(x),

2. Hi(x)Hi(y) = Hi(xy),

3. EiHi(−1)Ei = Hi(−1)

4. Hi(x)Ej = EjHi(x) for i 6= |j|,

5. EiEj = EjEi if Cij = 0,

6. EiHi(x)Ei = Hi(1 + x)EiHi(1 + x−1)−1,

7. EiHi(x)EjEi = Hi(1 + x)Hj(1 + x−1)−1EjHj(x)
−1EiEjHi(1 + x−1)−1Hj(1 + x)

for Cij = −1 and i, j > 0,

8. EīHi(x)Ej̄Eī = Hi(1 + x−1)−1Hj(1 + x)Ej̄Hj(x)
−1EīEīHi(1 + x)Hj(1 + x−1)−1

for Cij = −1 and i, j > 0,

9. EīHi(x)Ei =
∏
j 6=i

Hj(1 + x)−CijHi(1 + x−1)−1EiHi(x
−1)EīHi(1 + x−1)−1 for i > 0.

48



Figure 20: Example of a graph, made of an ordered sequence of chords (left), for the word 1̄12̄3
in the case of group PGL(4). The result of gluing into a single graph is presented on the right
picture.

C Exchange graphs and decompositions of u ∈ W ×W

As it is shown in [14], the Poisson brackets induced by the Drinfeld-Jimbo r-matrix (2) on the
parameters xi is log-constant and half-integral, i.e. given by the formula (A1), where εij is a
skew-symmetric matrix taking integral or half-integral values. The same matrix plays a role of
the exchange matrix (if the group G is simply laced) for the corresponding cluster variety. Now
we shall give the description of the matrix εij for the parametrisations of cells, we use in sect. 3
and sect. 4.

Instead of writing formulae, we shall give a construction of a graph with oriented edges called
exchange graph 10 with vertices in bijection with the indices i (or the respective coordinate
functions xi) and εij arrows from i to j if εij > 0. If the value of εij is half-integral, we shall
indicate the fractional part by a grey arrow, see fig. 20 and fig. 21.

Let u = sk1 · · · skl be a word made from the generators of W ×W . To construct the graph
start with a staff: a collection of disjoint horizontal lines on the plane, enumerated by positive
simple roots i ∈ Π. The points on the staff are ordered, like in music, by their projections onto
a horizontal axis. For each kj draw a chord – a graph Γ(kj) with the vertices on the staff and
oriented edges. Different chords are put on the staff respecting the order of the generators skj in
the word, e.g. the chord Γ(kj+1) is located to the right from the chord Γ(kj). A chord Γ(kj) has
one leftmost vertex Lj(kj) and one rightmost vertex Rj(kj) on the j-th line j ∈ Π, together with
the vertices {Sl(kj)|l 6= j}, located at each other line between Lj(kj) and Rj(kj) with arbitrary
mutual order. If kj > 0 we draw on j-th line of the staff between Lj(kj) and Rj(kj) a forward
oriented edge, and connect Lj(kj) and Rj(kj) with Sl(kj) by −Cjl/2 backward oriented edges
(drawn in gray for most of the cases, indicating that often −Cjl/2 is equal to 1/2). For kj < 0
we draw the same chords, but the orientation of all arrows is opposite, see the left pictures at
fig. 20 and fig. 21.

To get the desired graph just contract all staff lines and remove pairs of arrows connecting
the same vertices with opposite orientation, as illustrated at the right pictures on figs. 20,21.
The graph from fig. 21 exactly corresponds to the example considered above (see formula (10)
in sect. 3), of the big cell in PGL(3).

To construct the graphs for the cells of the quotient G/AdH just consider the staff on a
cylinder instead of a plane, so that the staff lines turn into circles (e.g. the graph for the
symplectic leaf in PGL(3)/AdH, corresponding to fig. 21 can be obtained just by identifying the

10This graph is dual to the bipartite graph Γ on torus Σ used to construct the dimer partition functions.
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Figure 21: Example of a graph, constructed as on fig. 20 from glued chords, for the word 11̄22̄11̄
(big cell) in the group PGL(3).

Figure 22: Example of exchange graph for the word 11̄22̄ for PGL(3)/AdH

leftmost point for every staff line with the rightmost one). Similarly, the graph for the symplectic
leave of the PGL(3) Toda chain (cf. with (11)) is constructed exactly in the same way, as shown
on fig. 22.

D Thurston diagrams

Here we briefly introduce and discuss a combinatorial object, introduced by D. Thurston in [15],
and show its relations to triangulations, bipartite planar graphs, decompositions of permutations
into product of generators, coverings of surfaces and link diagrams.

A

1

2

3
4

5

6

7

8

B C

Figure 23: (A): Thurston diagram on a disc; (B): Construction of the exchange matrix; (C):
Construction of a bipartite graph.

Thurston diagram on an oriented surface Σ is an isotopy class of collections of oriented curves,
such that all intersection points are triple and the orientation of the curves at every intersection
point is alternating. An example of a Thurston diagram on a disc is shown on fig. 23A. The
curves may be either closed or go from boundary to boundary. Connected components of the
complement to a diagram are called faces. The orientation condition at the intersection points
implies that the segments of the curves binding a face are oriented either clockwise (in this case
the face is called white) or counter-clockwise (in this case the face is called grey). All neighbouring
faces of a white face are grey and visa versa. On the picture we do not indicate the orientations
of the curves, since they can be restored from the colouring of the faces.
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Thurston diagrams admit four kinds of standard modifications, shown on fig. 24, ABCD. The
first two, called Thurston moves, do not change the number of faces. The second two reduce
the number of faces and are called Thurston reductions. A move can be performed each time,

←→

A

←→

B

←→

C

←→

D

Figure 24: (A): Grey Thurston move; (B): White Thurston move; (C): Grey Thurston reduction;
(D): White Thurston reduction.

when there is a face with one or two corners, and diagrams related by Thurston moves are called
equivalent. Diagrams not equivalent to those, where a Thurston reduction can be applied, are
called minimal.

Thurston diagrams and cluster varieties. Following D. Thurston and A. Henriques [15]
we define a cluster variety starting from an equivalence class of Thurston diagrams. The charts

A B

Figure 25: Exchange
matrix from Thurston
diagram.

of this manifold correspond to particular diagrams in a given class and
Thurston moves correspond to transition functions called mutation
in the cluster language. Cluster variables parametrising a chart are
assigned to the white faces. For surfaces with boundary the faces
neighbouring the boundary correspond to frozen variables.

The exchange matrix εij is defined as follows.

• Draw three arrows connecting white faces around every triple
intersection and directed counter-clockwise as shown on fig. 25A.

• For every two segments of the boundary belonging to white faces
and separated by a segment, belonging to a grey face, connect
them by a grey arrow, pointing to the right if viewed from inside
the surface (as shown on the fig. 25B).

Then the value of εij is equal to the number of arrows from the white face i to the white face
j minus the number of arrows in the inverse direction. The grey arrows are counted with the
coefficient one-half. One can easily check, that the exchange matrix does not change under the
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mutation A, and it changes according to the cluster rule under the mutation B. The example
of such collection of arrows together with the indices, enumerating white faces are shown on
fig. 23B. From this picture one can see, for example, that ε12 = −1 (one solid arrow going from
the face 2 to the face 1) and ε34 = −1/2 (one solid arrow from 4 to three and one grey one in
the backward direction).

Thurston diagrams and bipartite graphs. For every Thurston diagram one can associate
a bipartite graph. Conversely, every bipartite graph with three-valent white vertices corresponds
to a Thurston diagram.

To construct a bipartite graph out of a Thurston diagram just put a white vertex inside every
grey face and a terminal vertex at every grey segment of the boundary. Then, put a black vertex
at every triple intersection point and connect it to the three black vertices in the three faces
touching the vertex. Connect also the terminal vertices with the corresponding white ones. An
example of a graph corresponding to the Thurston diagram is shown on fig. 23C.

Observe, that this correspondence has the following properties:

• A grey Thurston move corresponds to two GK moves of type A (fig. 9).

• A white Thurston move corresponds to the GK spider move (type C, fig. 9).

• Faces of the bipartite graph correspond to white faces of the Thurston diagram.

• The zig-zag paths of the bipartite graph correspond to curves of the Thurston diagram.

Thurston diagrams and triangulations. For any triangulation of a surface and for an
integer N > 2 one can associate a Thurston diagram. We will illustrate this construction for
N = 2 and N = 3.

A B

Figure 26: Thurston diagrams, corresponding to a triangle for the cases: (A) N = 2 or SL(2);
(B) N = 3 or SL(3).

Let surface Σ be triangulated with edges either entirely belonging to the boundary or to the
interior. Replace every triangle by 3(N − 1) of curves as shown of fig. 26A for N = 2, fig. 26B
for N = 3, and analogously for larger values of N .

The constructed correspondence has the following properties:
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• A flip of a triangulation corresponds to a sequence of Thurston moves. For N = 2 every
flip corresponds to a single Thurston move.

• The corresponding cluster variety is the (framed) space of SL(N) local systems on Σ [24].

• Every closed curve of the Thurston diagram contracts to a curve surrounding one puncture.

• Every puncture is surrounded by exactly N − 1 curves.

• The dual surface Σ̃ is an N -fold cover of Σ ramified in the triple intersection points.

Triality of Thurston diagrams. Thurston diagrams come in triples such that each one of
the triple defines two others. Given a Thurston diagram glue a disc by its boundary to every
closed curve and by a half of its boundary for nonclosed ones. We get a CW -complex with every
1-cell belonging to three 2-cells — white, grey and the new discs which we will paint in yellow.
Removing all discs of one type one gets a smooth 2-dimensional surface with a Thurston diagram
on it. It is easy to see that the yellow-grey surface with reversed orientation is the dual to the
initial (white-grey) one.

Thurston diagrams and double permutation group. The correspondence between the
Thurston diagrams and the words in double permutation group has the following properties:

si si+1 si si+1 si si+1

Figure 27: Thurston moves corresponding to the relation sisi+1si = si+1sisi+1.

• The relations sisi+1si = si+1sisi+1 as well as sīsi+1sī = si+1sīsi+1 correspond to a com-
position of two Thurston moves: one grey and one white (see fig. 27).

• The relation sisī = sīsi corresponds to one white Thurston move.

• The relations sisi−1 = si−1si corresponds to one grey Thurston move.

• All other Weyl group relations correspond just to isotopies of the diagrams.

• Product of words corresponds to gluing the strips.

• Irreducible words correspond to minimal diagrams.

• Cluster seed corresponding to a minimal Thurston diagram for a given word si1 · · · sin is
isomorphic to the cluster seed corresponding to this word
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Thurston diagrams and the coextended double affine Weyl group. For the group
P̂GL(N) the coextended double of the Weyl group (W ×W )♯, presented in the subsection 4.1,
corresponds to a Thurston diagram on a cylinder which we shall draw horizontally. Every diagram
as in the previous case consists of 2N curves without vertical tangents going from left to right.
The diagrams representing si and sī for i 6= 0 are constructed in the same way as in the finite
case. The diagrams for s0 and s0̄ correspond to triple intersections of the curves 2N − 1, 2N, 1
and 2N, 1, 2, respectively. The generator Λ is represented by the diagram without intersection
but connects the point number i on the left of the cylinder to the point number i− 2 modulo N
on the right. The list of properties of this correspondence reproduces that for the finite case.

Thurston diagrams and link diagrams. For every knot or link diagram on a surface Σ one
can associate Thurston diagrams according to the rules shown on Figure 28. It can be done in
two ways different by orientation. The correspondence has the following properties:

−→←−

Figure 28: Thurston diagrams corresponding to a link diagram.

• Changing an over-crossing to an under-crossing on a diagram corresponds to a Thurston
move.

• Thurston diagram of the first type has white faces corresponding to segments between
crossings of the link diagram.

• Thurston diagram of the second type has white faces corresponding to faces and to crossings
of the knot diagram.

• The Reidemeister-III move of the link diagram corresponds to a composition of 4 grey
and 4 white Thurston moves. This move corresponds to the move sisīsi+1si+1sisī →
si+1si+1sisīsi+1si+1.

• The Reidemeister-II move corresponds to one gray and one white Thurston move and two
grey and two white Thurston reductions.

• The Reidemeister-I move corresponds to one grey and one white Thurston reduction.

• The bipartite graph corresponding to a link diagram on a surface of genus g has 2g − 2
more white than black vertices.

An essential part of this paragraph is a translation to the language of Thurston diagrams of
the constructions by M. Cohen, O.T. Dasbach and H.M. Russell [28].
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E Proofs of the properties of the minors generating functions

First, let us prove that convolution of generating functions gives a generating function for the
product of matrices. Using matrix notation and representing ξ and ξ′ (respectively η and η′) as
a row (respectively column) we get

∫
S(M1, ξ

′,η)S(M2, ξ,η
′)e−ξηdξdη =

∫
eξ

′M1η + ξM2η
′ − ξηdξdη =

=

∫
e−(ξ − ξ′M1)(η −M2η

′) + ξ′M1M2η
′
dξdη =

= eξ
′M1M2η

′
∫

e−ξηdξdη = eξ
′M1M2η

′
,

where dξdη =
∏n

j=1 dξjdη
j = dξ1 · · · dξndη

n · · · dη1.

Second, we prove that the expression eξMη is indeed a generating function for the minors
of the matrix

exp


∑

i,j

M i
jξiη

j


 =

n∑

k=0

1

k!

∑

i1,...,ik
j1,...,jk

M i1
j1
· · ·M ik

jk
ξi1η

j1 · · · ξikη
jk =

=
n∑

k=0

∑

i1<···<ik
j1,...,jk

M i1
j1
· · ·M ik

jk
ξi1η

j1 · · · ξikη
jk =

n∑

k=0

(−1)
k(k−1)

2

∑

i1<···<ik
j1,...,jk

M i1
j1
· · ·M ik

jk
ξi1 · · · ξikη

j1 · · · ηjk =

=

n∑

k=0

(−1)
k(k−1)

2

∑

i1<···<ik
j1<···<jk

∑

σ∈Sk

M i1
jσ(1)
· · ·M ik

jσ(k)
ξi1 · · · ξikη

jσ(1) · · · ηjσ(k) =

=

n∑

k=0

(−1)
k(k−1)

2

∑

i1<···<ik
j1<···<jk

∑

σ∈Sk

(−1)sign(σ)M i1
jσ(1)
· · ·M ik

jσ(k)
ξi1 · · · ξikη

j1 · · · ηjk =

=

n∑

k=0

(−1)
k(k−1)

2

∑

i1<···<ik
j1<···<jk

M i1,...,ik
j1,...,jk

ξi1 · · · ξikη
j1 · · · ηjk =

=

n∑

k=0

∑

i1<···<ik
j1<···<jk

M i1,...,ik
j1,...,jk

ξi1 · · · ξikη
jk · · · ηj1

exactly as stated in property 2 of Lemma 2.
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F Schwartz coordinates and the pentagram map

To simplify notations replace the indices i+ k by k primes. In these new notations the normal-
ization condition (53) reads as:

e′′′ = a(e′ + e) + be′′ (F1)

Observe first the following identity:

a(e′ + e)− be′ =
a′ + bb′

a′
e′′′ −

b

a′
e′′′′ (F2)

Indeed, we have, that a(e′ + e) = e′′′ − be′′ and a′(e′′ + e′) = e′′′′ − b′e′′′. The second equality
implies that e′ = 1

a′ (e
′′′′ − b′e′′′ − a′e′′). Expressing thus e and e′ in the r.h.s. in terms of e′′, e′′′

and e′′′′ one obtains the identity.

This identity implies that a(e′+e)−be′ corresponds to the intersection point (p, p′)∩(p′′′, p′′′′).
Slightly abusing notations by confusing vectors and the corresponding points on the projective
plane one has

x = [e, e′, e′ + e, a(e′ + e)− be′] = [0,∞, 1, 1 −
b

a
] =

b

a
,

y = [e′′′′, e′′′, e′′′′ − b′e′′′, (a′ + bb′)e′′′ − be′′′′] = [0,∞,−b′,−b′ −
a′

b
] = −

a′

bb′
.

(F3)

Conversely a = −(xx′y)−1 and b = −(x′y)−1 or, restoring the indices one finally gets the formulae
(55), (56).

Consider now the pentagram map. The expression for the evolved vectors and the normali-
sation condition for them in simplified notations look as

ẽ = α(e + e′).

ẽ′′′ = ã(ẽ+ ẽ′) + b̃ẽ′′.

Substituting the first equation into the second one gets:

α′′′(e′′′′ + e′′′) = αã(e′ + e) + α′ã(e′′ + e′) + α′′b̃(e′′′ + e′′). (F4)

Taking into account the relation (53): e′′′ = a(e+ e′) + be′′, one can eliminate e and e′:

α′′′(e′′′′ + e′′′) =
αã

a
(e′′′ − be′′) +

α′ã

a′
(e′′′′ − b′e′′′) + α′′b̃(e′′′ + e′′). (F5)

Assuming that e′′′′, e′′′ and e′′ are linearly independent one gets the system of three equations:

0 = −
αbã

a
+ α′′b̃

α′′′ =
αã

a
−

α′b′ã

a′
+ α′′b̃

α′′′ =
α′ã

a′
.

(F6)

Eliminating ã and b̃ one gets

α
1 + b

a
= α′ 1 + b′

a′
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implying that

α = c
a

1 + b
,

where c is a nonvanishing constant.

Finally we get

ã =
a′′′(b′ + 1)

b′′′ + 1
, b̃ =

a′′′b(b′ + 1)(b′′ + 1)

a′′(b+ 1)(b′′′ + 1)
. (F7)

Changing the variables to the Schwartz cross-ratio coordinates x and y given by (F3) we get

x̃ = x′′
1− x′′′y′′

1− x′y
, ỹ = y′

1− x′y

1− x′′′y′′

Changing to cluster coordinates u and v given by

u′ = −(xy)−1 v = −x′y

we get

ũ′ = v−1, ṽ = u′′
(1 + v)(1 + v′′′)

(1 + v′−1)(1 + v′′−1)
. (F8)
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